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Abstract—Timing attacks are a challenge for current intrusion detection solutions. Timing attacks are dangerous for web applications because they may leak information about side channel vulnerabilities. This paper presents a methodology that is especially good at detecting timing attacks. Unlike current solutions, the proposed Intrusion Detection System uses a huge number of sensors for vulnerability detection. Honeypots are used in IT Security to detect and gather information about ongoing intrusions by presenting an interactive system as attractive target to an attacker. The longer an attacker interacts with a honeypot, the more valuable information about the attack can be collected. Honeypots should appear like a valuable target to motivate an attacker. This paper presents, in addition to the possibilities of timing attack vulnerabilities, a novel way to inject honeypot and analysis capabilities in any software based on x64 or i386 architecture. It fulfills two basic requirements: it can be injected into machine code without the need of recompilation and it can be configured during runtime. This means the honeypot is able to change the behavior of any function during runtime. The concept uses sophisticated stealth technologies to provide stealthiness. In conclusion, the research presents a novel way to detect side channel vulnerabilities and an inbuilt hypervisor to provide configurable honeypot capabilities to explore these vulnerabilities to an attacker. The proposed solution in this paper offers a highly configurable injection technology, which can change the behavior of any function without the need of recompilation or even reinstallation. It is able to provide these capabilities in the kernel or userland of actual *Nix systems.

Keywords—intrusion detection; honeypot; virtualisation; sensor; brute force; timing

I. INTRODUCTION

This paper is an extended version of [1]. It also extends another research, published by the authors in [2], [3]. Hence, this research paper is based on those publications and extends them with a novel way of honeypot creation.

Intrusion Detection Systems (IDS) in combination with firewalls are the last defense line in security when protecting web applications. The purpose of an IDS is to alert a human operator or an Intrusion Prevention System that an attack is in preparation or currently taking place.

One common challenge for web applications is the detection of timing attacks. A timing attack is an attack, which uses time differences between different actions to gather information. Intrusion Detection Systems typically use sensors to collect data. In this work, a sensor describes a data source that provides data useful for attack detection. Useful in this context means that the data must be linked to actions of a web application. Data of sensors is analyzed by All-Seeing Eye to detect attacks.

Usually, honeypots can be classified into Low- and High Interaction Honeypots. A Low Interaction Honeypot is able to simulate services or system environments. A High Interaction Honeypot provides a real exploitable system.

A common challenge in honeypot creation, is to inject exploits into a High Interaction Honeypot. The provider of such a honeypot needs to install exploitable software or to inject vulnerabilities into a software. This means a high consumption of resources.

The major research question in this research is twofold:

- Is it possible to detect timing attack vulnerabilities and to identify the correct function, responsible for this leak?
- How to change the behavior of functions to deploy a honeypot (for example to provide timing attack vulnerabilities), but without the need of reinstallation, recompilation or resource expensive development?

The proposed solution in this paper offers a highly configurable injection technology, which can change the behavior of any function without the need of recompilation or even reinstallation. It is able to provide these capabilities in the kernel or userland of actual *Nix systems. This manipulation technology allows the provider to present different environments or behavior depending on current system status. For example: the attacker knows that a system is based on ext4-File system and uses a standard hard drive (SATA based) without any virtualisation. He expects that the system will have a throughput of about 65 MB/s. The real honeypot system, based on ESXI virtualisation with extensive caching has a throughput of 550MB/s (ESXI will cache all IO in RAM). To scale down the system, the provider needs to install the honeypot on the expected system, or to rewrite the syscall for writing and reading. This means a lot of overhead in recompilation the kernel or installation on specific hardware.

The proposed solution is able to hook functions and provide a hypervisor-like technology, which makes it possible to
change the behavior without the need of any compilation, nor installation.

Another possibility is to inject a rule engine for function parameter, system parameters and the result generation of any function. The honeypot provider is able to formulate rules which can change the behavior based on those parameters. For example, the provider is able to present a file structure for PID 42 and a completely different file structure for PID 84. This manipulation is able to decoy an attacker or even to suppress harmful actions. A rule just needs to prevent a system call by returning an error code.

For productive usage, the honeypot should not be detectable by an attacker (or just with sophisticated analysis tools). It must also provide a low overhead in time consumption (performance).

The proposed solution fulfills all requirements. Hence, it is a novel way to build easy to configure honeypot systems.

The rest of this paper is structured as follows: Section II presents related work. Section III describes the concept and implementation of the sensors used by All-Seeing Eye. The use of multiple sensors to detect intrusions is described in Section IV. Section V evaluates All-Seeing Eye under different attacks, especially timing attacks. Section VI describes a novel way to inject honeypot technologies in a running system. Section VII evaluates this technology with different settings. Section VIII concludes the paper and gives an outlook on future work.

II. RELATED WORK

Anomaly detection is based on the hypothesis that there are deviations between normal behavior and behavior under intrusion [4], [5], [6], [7]. Many techniques have been researched for the detection like network traffic analysis [8], [9], [10], statistical analysis in records [11] or sequence analysis with system calls [12], [13], [14], [15]. A combination of this research with anomaly detection methods based on multiple sensors allows to find yet unknown attacks. Configuring intrusion detecting systems for one distinct system or one distinct vulnerability needs configuration with current solutions. The solution presented in this paper does not need any configuration.

In [13], [14], it is proved that call chains of system calls show different behavior under normal conditions and under intrusion, hence intrusion detection is possible. However, a normal model must be trained using learning data to detect attacks. In [14], it is shown that normal behavior produces fingerprintable signatures in system call data. A deviation from these signatures is defined as intrusion. This method is restricted to the usage of system calls and does not use more fine granular sensor data. In [16], a way to detect anomalies with information flow analysis is shown. Profiling techniques are used, injecting small sensors in a running application. They propose a model with clusters of allowed information flows and compare this normal model against actual information flow. Similar models are proposed in [17], [18], [19]. This approach is similar to our approach, but [16] focuses on offline audits for penetration testing. The approach presented in this paper is intended to be used online, hence it does not analyze the whole information flow but focuses on the method call chain, and is therefore more efficient.

In [20], it is shown that vulnerability probing can be detected using multiple sensors, especially sensor that calculate the possibility a resource is called by a user. These sensors are called access frequency based sensors. However, the system presented in [20] needs a lot of information about the system to protect (e.g., patterns describing legitimate resource calls), hence is difficult to deploy in the field. The solution presented in this paper does not need any configuration.

A well known honeypot tool, based on LKM for 2.6 Linux Kernel, is Sebek [21][22]. Sebek is primarily used for logging purposes in High Interaction Honeypot. Thus, it provides several possibilities focused on logging (like logging via network or GUI). In [23][24], ways to detect Sebek are described. Sebek does not provide the possibility to manipulate system calls as Apeate does.

Another approach for monitoring systems is to use virtual machine introspection and system view reconstruction. This approach is used, e.g., in [25][26][27]. This approach is stealthier then Apeate, because the introspection is done by the hardware layer of the virtual machine. However, Apeate also provides means to manipulate the behavior of system calls, which is not supported by [25][26][27].

SELinux [28] is a well known tool, which inserts hooks at different locations inside the kernel. This provides the possibility for access control on critical kernel routines. SELinux can be controlled on a very fine granular level with an embedded configuration language. While SELinux is very useful in hardening a kernel, it is not designed for honeypot purposes. Especially, it lacks in the possibility to decoy the attacker with “wrong” information.

Grsecurity [29] with PAX [30] is similar to Apeate. However, it greatly differs in ease of deployment and ease of configuration [31]. It also lacks in the possibility to decoy the attacker with “wrong” information.

In conclusion, none of the mentioned related work fulfill all requirements. Apeate fulfills all requirements, hence is a useful building block for upcoming High Interaction Honeypots.

III. SENSORS FOR A MASSIVE MULTI-SENSOR ZERO-CONFIGURATION INTRUSION DETECTION SYSTEM

A sensor describes a data source that provides useful data for attack detection. Useful in this context means that the data must be linked to actions of a web application. Data of sensors is analyzed by the proposed Intrusion Detection System All-Seeing Eye to detect attacks. Sensors are:

- Already available data sources like memory consumption of an application.
- Software sensors inserted into a web application or a web application framework.
- Sensors in the underlying operating system p.ex. sensors in the glibc or in system call routines

All-Seeing Eye depends on the availability of a large number of sensors that can be used for attack detection.
A. Sensor Implementation

Software sensors are implemented by injecting hooks at the beginning and end of functions. Hence, hooks are called before and after code execution of a method. With this approach, e.g., it is possible to measure the method execution time for each method used. It is also possible to identify the order of method execution. Hooks are injected directly into bytecode. It is not necessary to recompile any application protected by All-Seeing Eye. It is not necessary to perform any configuration for the web application that should be protected, hence All-Seeing Eye is called “zero configuration”. As injection the technology proposed in [1], [2] is used. For the testbed used for the evaluation presented in this paper the sensors are placed in OpenCMS [32]. OpenCMS is a well known and widely used framework for Content Management. All-Seeing Eye takes care that methods used by the protected web application do not clash with method names used by All-Seeing Eye. Sensor data is written to a log file for further analyses.

One way to minimize the output of sensors (and the number of data to write to the log file) is to produce no output for methods that have an execution time lower than the resolution of the timestamps (1 ms). It is suspected that these methods would not generate any interesting output as these methods are usually helper methods or wrappers.

IV. Massive Multi-Sensor Zero-Configuration Intrusion Detection System

This section describes the design of the proposed massive multi-sensor zero-configuration intrusion detection system All-Seeing Eye. All-Seeing Eye uses the software sensors, described in more detail in the last section, to calculate intrusion metrics. The metrics described in the following are focused on detection of outliers in timeline data values to detect brute force attacks. However, the approach presented in this paper is not limited to this attack class, it can be easily adapted to detect various other attacks. Even attacks on the business logic can be detected as the presented approach uses software sensors embedded in the code of an application. This is out of scope of this paper.

An advantage of All-Seeing Eye is that it allows to detect side channel attacks without knowledge of the web application which is to be protected. In the absence of an attack, there is a high correlation between method calls defined in a method chain. As shown in Section V a single call results in correlated calls (method chain) of other methods. The system under load shows the same correlations. These correlations are further called as fingerprint s. Under attack, however, the system shows a different behavior, hence allows to identify attacks, see Section V for details. All-Seeing Eye does not need a preconfigured or constructed normal model. For this approach the normal model is created from history. At time \( t = 0 \) it is always assumed that there is no attack, hence status \( c \) is always \( c! = attack \). If there is no attack, the same fingerprint \( s \) should show up in each distinct time period \( T \) with the same probability. A deviation from the number of fingerprints (written as \( |s| \)) in a time period \( T \) is defined as possible intrusion. This behavior is well known, as stated in Section II. The new approach here is the lack of need to define what a similar request is. The normal model is built using a quantile function, where the result is called \( \alpha \). \( \alpha \) uses a floating history time period, which is defined as \( n \times T \) and \( t \in T \) are in state \( c! = attack \). The multiplier \( n \) defines how much of the history is used. To control the sensitivity of the system, a configuration parameter \( p \) is used. In normal model \( \alpha \), a deviation is detected by:

\[
c = \begin{cases} 
    attack & \text{if } |s_{\text{currentT}}| \geq \alpha \times p \\
    !attack & \text{if } |s_{\text{currentT}}| < \alpha \times p 
\end{cases}
\]

This calculation is robust against statistical outliers and can be evaluated fast enough for real time calculation, in combination with structures related to sort optimization. In further researches these calculations will be done (together with other sensor calculations) with a graphical processing unit.

V. Evaluation

For the evaluation of the massive multi-sensor zero-configuration intrusion detection system, two typical attacks on web applications are used: timing attacks and vulnerability probing. Especially timing attacks are hard to detect for common intrusion detection systems. For our test environment OpenCMS version 8.5.1 [32] is used as web application to protect. OpenCMS is a well known and widely used framework for Content Management.

A. Evaluation Environment

For the evaluation of All-Seeing Eye, a paravirtualized, openwz solution [33] is used. This approach has the advantage that is very realistic compared to simulations. The presented hardware settings are the settings of the corresponding virtual machine. Table I lists hardware and software used for the evaluation.

<table>
<thead>
<tr>
<th>Hardware(Server)</th>
<th>Software(Server)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU 4 Cores (2.1GHZ on hostsystem)</td>
<td>Apache Tomcat 7.0.28 [34]</td>
</tr>
<tr>
<td>Memory 6 GB Ram</td>
<td>Sun 1.6.0.27-b27</td>
</tr>
<tr>
<td>Ethernet Bridged at 1 GBit Nic</td>
<td>_server_version_JVM</td>
</tr>
</tbody>
</table>

B. Fingerprints of Normal Behavior

To validate the hypothesis, that requests to the same target have the same fingerprint, the following experiment has been conducted.

First, a baseline is established for all other experiments. To do so, several requests are sent to the server and the server is restarted after each request. No interfering processes are running on this server.

After establishing the baseline, the whole website is crawled in a second step, ensuring that requests are sequential. The crawler is configured to request a single page and all depending images and scripts. To test the software under load in the third step, another crawler requests the server with 20 concurrent users, with a delay of one second between each request/user. Overall, there were in average 20 requests per second for different websites. The second and third step have been repeated 100 times. In each run of the experiment, the...
metrics described above produced unique fingerprints for every requested target. This can be seen in Figure 1. In this figure the fingerprint of the start page and the request to the login page are extracted from the logged data. Under load the signature looks like the picture presented in Figure 2.

The result in Figure 1 shows that there are stable correlations between method calls. For better readability, points that differ less than 3 milliseconds are averaged. The experiments show that it is possible with All-Seeing Eye to identify similar requests using their fingerprint.

C. Fingerprints of Information Leakage and Probing for Vulnerabilities

OpenCMS version 8.5.1 has a known information leakage vulnerability, as described in [35]: using the default setting there is no limit for failed logins per time period. Also, a large amount of information is given in error messages, especially the error message “this username is unknown”, if the given user name does not exist and “password is wrong”, if the given password is wrong for an existing user allow an attacker to find valid user names, by trying possible user names from a dictionary and using error messages to find out if an user name is valid. This attack can be detected with a statistical analysis to detect the brute force analysis. To do so, a detection technique needs to identify if a single resource is called many times but with different parameter in the request header. A normal model is needed for allowing patterns to test for deviations of the normal model. This needs deep knowledge of the system to protect and the vulnerability itself. All-Seeing Eye is able to detect this attack (and also other probing using brute force attacks), without this knowledge about system and vulnerability.

D. Fingerprints of Timing attacks

OpenCMS version 8.5.1 is vulnerable to timing attacks as can be seen in Figure 3. The figure shows the times for loading of the start page for users that are already logged in as well as for users that are not logged in. A significant difference (849 ms to 798 ms) exists.

Using this timing difference an attacker can brute force user names by a dictionary attack. All logged in users can be detected. As with the information leakage and probing attack in Subsection V-C, current intrusion detection solutions need information about the system which is to be protected and the vulnerability to detect this attack.

To test if All-Seeing Eye is able to detect timing attacks without knowledge (zero-Configuration), the following experiment has been conducted: An attacker uses a dictionary of 1000 user names to execute the timing attack. Each request has different header data in the request only in the login name and the password as shown in listing 1.

To evaluate if All-Seeing Eye can recognize brute-force attacks, an experiment has been conducted where an attacker probes the login page and tries to identify valid user names. The following pattern was used to generate the login requests:

```
http://192.168.2.89:8080/opencms/.../index.html?action=login&username=username1&password=passwordnotin.db...snippedEnd
```

```
```

```java
http://192.168.2.89:8080/opencms/.../index.html?
action=login&username=username_n&password=passwordnotin.db...snippedEnd
```
Listing 1: Header Data

```
// successful login
http://192.168.2.89:8080/opencms/.../index.html?
action=login&username=admin98&password=admin
...snippedEnd

// username not present, pwd not present
http://192.168.2.89:8080/opencms/.../index.html?
action=login&username=username_not_present&
password=wrongpwd...snippedEnd

// username present with wrong password
http://192.168.2.89:8080/opencms/.../index.html?
action=login&username=admin832&password=
wrongpwd...snippedEnd
```

Figure 4 shows an example of fingerprints of the experiment.

The first fingerprint shows a successful login, the second fingerprint shows a login with no present username and third fingerprint shows a login with present username but wrong password. The results clearly show a correlation of the differences in order, time, and amount of method calls for each request.

VI. BRIDGING THE GAP TO HONEYPOT DEPLOYMENT

As stated in Section III, it is possible to analyze an application for timing attack vulnerabilities without the need of sophisticated penetrations tests. However, whenever a provider wants to offer a vulnerability, he needs to install this exploitable piece of software. In the proposed example of timing attacks, the provider is able to identify the place where such a vulnerability has to be installed.

More generally, this place can be any function or a set of functions available on the target system. The provider needs to change this function or set of functions to change the behavior of this functionality.

This solution, further called APATE, intercepts functions and allows to execute custom routines in those functions. Figure 5 shows this interception strategy.

Any function call to the hooked function will be intercepted by a preprocessor hook. This hook leads to the hypervisor. Inside the hypervisor some custom code gets processed. The hypervisor and its language is explained in Section VI-E. The result of this routine decides on the action to invoke. Within this hypervisor process, it is possible to manipulate, block and/or log the original function parameters and the further execution of the original function. The manipulation possibilities are explained in detail in Section VI-A. The postprocessing hook has the same capabilities than the preprocessor. In addition it is able to manipulate the return code of the original function.

To prevent detection, Apate is injected into the original function with a trampoline technology. Figure 6 describes this trampoline.

This technology, well known in rootkits for Windows or Linux, is explained in detail in [2]. The hook injector overwrites original code (located in `func_xyz` in Figure 6) with a jump to the hooking code. The hook will process the hypervisor. At the end of the hook, the trampoline gets called. The trampoline holds the overwritten code from the original code, and returns then back to the original code. This technology makes it hard for rootkit detection tools and is live patchable.

A. Manipulating functions

Apate and, therefore, the manipulation of functions can be configured with the help of a high level language. In detail the configuration high level language and the rule possibilities are explained in [2]. This high level language formulates rules (or any other functionality), which gets process by the hook. A brief overview over this functionality is described in Figure 7.
In this case the hypervisor works with three “rules”. The first rule logs the function call and its parameter, the second rule manipulates some parameter and the third rule proceeds the original function with the manipulated parameters. Of course, it is possible to write rules which delays the original function or prevent the execution of the original function.

In demarcation to [2] the high level language results in binary machine code like bytecode, which gets processed by the hypervisor. Figure 8 shows the compilation and assembling of the rules. A rule is formulated in a high level language (code.apate). This gets compiled over bison and flex to an intermediate Assembler like language (code.asm). This language is further called the Apate Intermediate Language or Apate-IL. This Apate-IL must be architecture dependent, as it provides addresses. In the assembling step the Assembler like code gets assembled to a machine code like language (code.c00, see also Section VI-E). This binary code is processable by the hypervisor and further called the Apate Intermediate Language Operational code or Apate-IL-OC.

B. The Apate High Level Language

The language provides a flexible language to build hooks for functions in any x86 or i386 architecture. It is able to define functions, reuse patterns, store variables and basic mathematical computation. With those abilities it is possible to build transparent rulesets for the hooking of functionalities. This section gives a brief overview over some core components of this language. The language is inspired by Haskell[36] and pf [37]. A more detailed description is given in [2].

Listing 9 shows some example source code for the Apate language. In this case, 3 different conditions will be generated.

c1 tests the actual process name against a given name. c2 tests if a parameter of the hooked function is equal to another value. c3 tests if the uid is equal to a given value. The actions a1, a2 manipulates a parameter and write some log. The bind statement binds the rules to the syscall open. This will build a hook in the open function. In conclusion, the rulechain rewrites the parameter to any call for open and when the param inherits /var/lib/mysql to the path /honey/mysql. This redirection of the path gets logged for further analysis.

C. The Apate Intermediate Language

The intermediate language is based on the concept of the Intel i386 assembly language. A command consists of the command and at maximum two parameters. As minimum a command has no parameter. A parameter can be a constant, a register, a value of an register, a pointer or the value of a pointer. The hypervisor has an own stack, registers and memory management. This leads to the basic concept in Listing 2:

<table>
<thead>
<tr>
<th>Labelname:</th>
</tr>
</thead>
<tbody>
<tr>
<td>command &lt;dest&gt; &lt;source&gt;</td>
</tr>
<tr>
<td>command &lt;dest&gt;</td>
</tr>
<tr>
<td>command</td>
</tr>
</tbody>
</table>

Technically, a label gets assembled to a [nop] and all references to the label are transformed to the appropriate address. Apate-IL consists of the basic commands like [nop],[jmp],[jz],[add],[sub],[mul],[div],[cmp],[test],[call],[ret],[pull] and a few other commands for convenience.

In addition to a standard assembly language, there are commands especially designed for honeypot purposes:

- [sleep] - delay for ticks
- [inwind] - does some sophisticated jumps for anti disassembling
The [sleep] command consumes real CPU-Time and provides a sleep functionality. The [inwind] command is just a wrapper for inwind calls. This technology makes it possible to jump into a real command. This means, that whenever a “long” command, like the [move <dest> integer] command uses the constant integer to formulate a new “short” command like [jz 5], which is only four bytes over all and has the size of an integer, the inwind command calculates the jump address to this “obfuscated” command. This is just for convenience to avoid annoying calculations. The command [debug] provides some, out of scope in this paper, technology against debugging. The command [asm] maps real machine code (provided as shellcode) into RAM and runs it. This makes it possible to optimize some calculations. The [fcall] command is able to call real functions on any given address and is used as a wrapper for the real [call] command. The [oops] command provides in combination with a special kernel system call a real system kernel oops. The [fpush]/[pfull] commands can interact with a special stack, provided by the hypervisor, to communicate with the hooked function. Both commands are used to read parameters and store them back.

D. The Apate Intermediate Language Operational Code and the Assembler

The Apate-IL-OC is assembled from the Apate Intermediate Language. It is a binary, optimized and preprocessed version of the Apate-IL. A single command is shown in Figure 10. An instruction is a 8 Bit operational code, followed by 2 nibbles, representing the parameter types. This type decides if the param is an address (64 or 32 Bit), an Integer (64 or 32 Bit) constant, or a register (r0 . . . 9). The decision for 64 or 32 Bit is architecture dependent and uses the length of size.t. The following parameters can have different sizes, depending on their type. Some commands, like [nop], does not have any parameters and, therefore, there is no need for type decision. Such a command needs only 8 Bit. Whenever a command has just one parameter, the second nibble has the value 0x0, which means no type.

A command can have any operational code between 0x00 and FE. The FE opcode is used as a debugging trap.

During the assembling part, the assembler lexes the Apate Intermediate language. With the help of Yacc an AST gets built from the sourcecode. This AST gets preprocessed by the assembler. Any label and references to labels gets transformed to addresses in a first step. In a second step, the preprocessor checks for wrong (or invalid) addresses, invalid commands or irregular command chains. In a third step, any data that should be stored in a data section gets collected.

Following this step, the assembler will transform the AST to the Apate Intermediate Operating Language, which is in fact some binary code.

In a last step, the assembler generates a binary representation, consisting of a header (inspired by an ELF header), the Apate IL-OC section and a data section.

Out of scope in this research is the ability to store some information about encoding, different instructions sets and other information, which are needed for sophisticated obfuscation and anti disassembling technologies.

E. Hypervisor engine

The hypervisor needs to fulfill different requirements:

- Provide a turing complete language for flexible rules
- Provide a hypervisor that has low resource consumption
- Provide the ability to call system functions, change process memory content
- Embed real x64 or i386 machine code

Another requirements like different instruction sets, Huffman encoding, inbuilt obfuscation and anti-disassembling strategies are not in scope of this paper but part of the real hypervisor prototype. Those (not listed) requirements make it substantially harder to detect and analyze the hypervisor system and their rules.

The Apate Hypervisor has a classical design, based on register, stack and an instruction array. Figure 11 describes the basic architecture for the Apate hypervisor.

The Code Section holds the pure Instruction Code, as provided by the assembler. This Instruction Code gets processed by the Decoder and Execution Unit. The Data Section stores all constants from the source file. Most of the following data storage units are architecture dependent. The underlying Host architecture decides if a value is 32 Bit or 64 Bit.

The Register is able to store 32|64 Bit Values and can be compare with the General Purpose Register from other architectures like x64. The Flag register holds Flags like Zero Flag or Traps for the Debugger. The stack can keep 1024 32|64 Bit values. The Pointer Register is used to store pointer like the instruction pointer, the return pointer and the stack pointer.
The System Stack is a special stack to interact with the host system. The hypervisor is able to write values to and read values from this stack, and the internal language is able to do the same. With this communication stack, parameters and other values can be injected into the hypervisor based software.

Table II shows some of the components in Apate Hypervisor.

### TABLE II: Register and Stack in Apate

<table>
<thead>
<tr>
<th>Type</th>
<th>Name</th>
<th>Number</th>
<th>Size (Bit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instruction Section</td>
<td>-</td>
<td>n</td>
<td>8</td>
</tr>
<tr>
<td>Data Section</td>
<td>-</td>
<td>n</td>
<td>8</td>
</tr>
<tr>
<td>General Purpose</td>
<td>r0...r9</td>
<td>10</td>
<td>64/32</td>
</tr>
<tr>
<td>Stack</td>
<td>-</td>
<td>1024</td>
<td>64/32</td>
</tr>
<tr>
<td>Instruction Pointer</td>
<td>-</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td>Stack Pointer</td>
<td>-</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td>Return Pointer</td>
<td>-</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td>Flag Register</td>
<td>-</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Flag</td>
<td>-</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Flag</td>
<td>-</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Flag</td>
<td>-</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Debugger Flag</td>
<td>-</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Debugger Flag</td>
<td>-</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The CPU starts with the first address in the code section stored in the instruction pointer. Due performance issues the opcode gets interpreted by index to function pointer translation. In combination with the two nibbles (1 Byte) to identify the correct function it needs two steps and $512 \times 32/64$ Bit to identify an opcode target.

The values stored in the nibbles to identify the param types are used to read the parameter values from the instruction code.

Together with the opcode, the Execution Unit calculates the result of this operation and then sets the next instruction pointer.

### VII. Evaluation

The Apate Hypervisor needs to process the custom code inside a hook in an efficient way. Performance tests should assure that Apate is able work under productive usage. The most important factor is the overhead of the hypervisor and the processing of common used code patterns. To evaluate the performance of Apate a common command in *Nix system is hooked.

The experimental setup is shown in Table III.

### TABLE III: Experimental setup

<table>
<thead>
<tr>
<th>Host System</th>
<th>Measurement System</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU 2 x XEON</td>
<td>CPU 2 x VMWare CPU</td>
</tr>
<tr>
<td>Memory 64 GB Ram</td>
<td>Memory 8GB Ram</td>
</tr>
<tr>
<td>Ethernet Bridged at 1 GBit Nic</td>
<td>HDD 30 GB Backed by ESXI</td>
</tr>
<tr>
<td>Virtualisation</td>
<td>HDD Format ext4</td>
</tr>
</tbody>
</table>

The test scenario is a clone of the cp-command. Aside from command parameter processing, the command uses the commands in Listing 3.

#### Listing 3: Example code for cp-command

```plaintext
for (();) {
    readed = read(filenosrc.buffer, buffer_size);
    if (!readed) {
        //eof
        break;
    }
    written = write(filenodst.buffer, (size_t)readed);
}
```

This piece of code reads buffer_size bytes from file filenosrc and writes readed bytes back to file filenodst. The variable buffer_size is one of the performance variables under *Nix Systems and corresponds to the copybuffer.

The performance test generates a file with 100MB and random data. Then this file gets copied with the cp-command to another file. As reference, a measurement without any hooking has been done. This reference is further called m1. Each measurement has been done with different values of buffer_size.

Let $l_n \times 1024$ be the value of buffer_size. $l_n$ starts with 0. However, a buffer_size of 0 is not usable. In this case the buffer_size is set to 1.

$$
l_n = \begin{cases} 
    l_n - 1 + 4 & \text{if } l_n < 100 \\
    l_n - 1 + 100 & \text{if } 100 \leq l_n \\
    l_n - 1 + 1,000 & \text{if } 1,000 \leq l_n \\
    l_n - 1 + 4,000 & \text{if } 1,000 \leq l_n \\
    l_n - 1 + 10,000 & \text{if } 10,000 \leq l_n \\
    \text{if } l_n < 0 \\
\end{cases}$$

Each size of $l_n$ has been tested 10 times.
To test the overhead the parent function (in this case the function that inherits the code in Listing 3) gets hooked by Apate. The custom code inherits 2500 compare statements. Hence, those statements reflects 50 string compares with 50 chars each. This test is further called m2.

Figure 12 compares the reference m1 with the overhead of the hypervisor in m2.

This measurement shows that the buffer_size value has an impact to the overall performance. The outstanding performance for reading and writing (with over 500MB/sec) can be explained with heavy caching due the ESXI Host system. This measurement also shows that the overhead for the hypervisor is not significant.

The next measurement ensures that the hypervisor is able to serve even a high amount of custom code calls. For this the read function has been hooked with the same custom code than before. Dependent on the buffer_size more or less hooks are called by the cp-command. This measurement is further called m3. Figure 13 shows the difference between m1 and m3.

This measurement shows that Apate is able to serve custom code even with a high amount 100.000 custom code calls.

Table IV concludes all 3 measurements.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>m1</th>
<th>m2</th>
<th>m3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurements</td>
<td>4,390</td>
<td>4,390</td>
<td>4,390</td>
</tr>
<tr>
<td>min(runtime sec)</td>
<td>0.16</td>
<td>0.17</td>
<td>0.19</td>
</tr>
<tr>
<td>max(runtime sec)</td>
<td>0.48</td>
<td>0.48</td>
<td>15.73</td>
</tr>
<tr>
<td>mean(runtime sec)</td>
<td>0.186</td>
<td>0.188</td>
<td>0.810</td>
</tr>
<tr>
<td>sd(runtime sec)</td>
<td>0.042</td>
<td>0.042</td>
<td>2.017</td>
</tr>
<tr>
<td>Throughput(MB/s)</td>
<td>536.320</td>
<td>530.566</td>
<td>303.411</td>
</tr>
</tbody>
</table>

In conclusion, the measurement shows that the amount of hooks does not interfere with the performance of one single hook. The Standard deviation is also in an expected range. The throughput row shows that even under high load, and when every system call to --open— is hooked even under worst scenario (buffer_size==0), the throughput rate is better than the throughput rate from a standard HDD.

The performance test should also show the influence of the amount of operations that are running in the hypervisor.

For this the cp-command has been tested 1000 times with a buffer_size=8 and a file size of 100MB.

Figure 14 shows the reference measurement. The measurement m4 shows the reference measurement without any hypervisor influence. The x-axis shows the runtime in seconds. The y-axis shows the density of each runtime in all measurements. The measurement shows, that the measurement is only in a small range of runtimes, which means a stable runtime for a given buffer and file size to copy. Figure 15 shows the throughput of the reference measurement in MB/s. The throughput is generated with a weighted exponential moving average.
average over 20 measurements for more clearance. It also shows that the performance is stable through all measurements.

Table V describes the m4 measurement data.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>time</th>
<th>throughput MB/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurements</td>
<td>1000 sec</td>
<td>406.901042</td>
</tr>
<tr>
<td>min</td>
<td>0.19 sec</td>
<td>465.029762</td>
</tr>
<tr>
<td>max</td>
<td>0.21 sec</td>
<td>513.980263</td>
</tr>
<tr>
<td>mean</td>
<td>0.198180</td>
<td>513.980263</td>
</tr>
<tr>
<td>standard deviation</td>
<td>0.005265</td>
<td>12.897778</td>
</tr>
</tbody>
</table>

The standard deviation shows that with a given buffer and file size, the command has a stable performance behavior.

The measurement m5 uses the same setting than in measurement m4, but a hook which calls the hypervisor with a custom code is called once. The hypervisor custom code inherits 2500 compare statements, like in measurement m2. Figure 16 shows the density of the measurement m5.

Compared to the reference measurement, the data from m5 shows that the hypervisor has only a small influence on performance. However, it also shows that the performance of the hypervisor is stable along 1000 measurements. Figure 17 shows the throughput of measurement m5 in MB/s.

The throughput is generated with a weighted exponential moving average over 20 measurements. This illustration of data shows that the performance is stable over all measurements. It also shows that it is possible to keep the throughput rate, even with the hypervisor enabled.

Table VI describes measurement m5.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>time</th>
<th>throughput MB/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurements</td>
<td>1000 sec</td>
<td>406.901042</td>
</tr>
<tr>
<td>min</td>
<td>0.19 sec</td>
<td>406.901042</td>
</tr>
<tr>
<td>max</td>
<td>0.24 sec</td>
<td>513.980263</td>
</tr>
<tr>
<td>mean</td>
<td>0.198180</td>
<td>513.980263</td>
</tr>
<tr>
<td>standard deviation</td>
<td>0.005265</td>
<td>12.897778</td>
</tr>
</tbody>
</table>

In measurement m6, the behavior of a productive honeypot scenario is shown. In this case a honeypot, exploitable by timing attacks and with the ability to appear with an HDD with
another throughput rate is built with Apate. The hypervisor should provide a throughput rate of 65 MB/s, instead of the real throughput rate from m4. The scenario is the same like in m4 and m5. A random generated file of 100MB gets copied and the time gets measured. This measurement has been repeated 1000 times. Let t_{real} be the time to copy one KB on the real system. The real system is the honeypot system. Let t_{honey} be the time to copy one KB on a fictional honeypot system. In the case of this measurement, it is a system with a HDD that provides a throughput rate of 65MB/sec. Let b be the buffer size, used by the cp-command. The hook with the hypervisor is bound to the read-function. To decoy the attacker, the hook needs to sleep for a time t_{sleep}, such that:

$$t_{sleep} = b \times (t_{honey} - t_{real})$$

(3)

The calculation t_{honey} − t_{real} is a constant t_{wait} to describe the honeypot system.

The custom code, processed by the hypervisor, reads the variable buffer_size. Then, it multiplies this variable with the sleeping rate constant t_{wait}. The result is used to trigger the sleeping function. The full functionality in Apate-IL is shown in Listing 4.

Listing 4: Sleeping function in Apate-IL

```
fput r1
fput r2
mul r1 r2
sleep r1
exit
```

The first and second line reads the buffer_size and the constant t_{wait} and stores them in register r1 and r2. In the third line, both values stored in the registers gets multiplied. The result gets stored in the most left register r1. The sleeping command uses this value to sleep. The exit command quits the hypervisor processing.

Figure 18 describes the density of m6.

Compared to m4 the measurements show that the sleeping function is able to generate a completely different runtime scenario. It also shows that the performance is stable along all measurements.

Figure 19 shows the throughput of measurement m6 in MB/s.

The throughput is generated with a weighted exponential moving average over 20 measurements. This illustration also shows that the throughput is stable over all measurements. It also describes that the target rate of 65 MB/s is stable over all measurements with a small deviation.

Table VII describes the data for measurement m6.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>time</th>
<th>throughput MB/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurements</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>min</td>
<td>1.23 sec</td>
<td>58.128720</td>
</tr>
<tr>
<td>max</td>
<td>1.68 sec</td>
<td>79.395325</td>
</tr>
<tr>
<td>mean</td>
<td>1.521950</td>
<td>64.290778</td>
</tr>
<tr>
<td>standard deviation</td>
<td>0.063464</td>
<td>3.020391</td>
</tr>
</tbody>
</table>

This description shows that the mean throughput is very near the expected throughput rate. It also shows that the standard deviation is low, so that the honeypot is able to provide a stable throughput rate.

VIII. Conclusion

This paper presents Apate, a hypervisor for custom code to hook any function in a *Nix Kernel or userland-program. With the possibilities of the proposed solution to detect timing attacks, it is possible to identify the best place to hook a function and to inject the honeypot component. Apate works on a function level, and is able to log, block or manipulate functions. The evaluation shows that Apate has only a low performance overhead and can be used in productive scenarios. The evaluation also shows that Apate is able, with only four
commands, to build a honeypot for timing attacks, and to lure an attacker with timings from a completely different hardware system, without any installation, compilation or any other time consuming configuration. As future work, we will implement more commands for usage in honeypot systems. We also plan to include multiprocessing and a more advanced code section. At moment Apate is in a beta status, whenever it is more stable (the assembler does need some tweaking in error detection), Apate will be open source under github.
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Abstract—Mobile devices are a popular means for planning, appointing and conducting criminal offences. In particular, short messages (SMS) and chats often contain evidential information. Due to the terms of their use, these types of messages are fundamentally different from other forms of written communication in terms of their grammatical and syntactic structure. Due to the low price of media storage, messages are rarely deleted. On one hand, this fact is quite positive as potentially evidential information is not lost. On the other hand, considering only SMSs, 15,000 and more stored only on one mobile phone is not uncommon. In most cases of organized or gang crime, there is not one but many devices in use. Analysing this large amount of messages manually is time consuming and, therefore, not economically justifiable in the cases of small and medium crimes. In this work, we propose a process chain that enables to decrease the analysis and evaluation time dramatically by reducing the amount of messages, that need to be examined manually. We further present an implemented prototype (MoNA, mobile network analyzer) and demonstrate its performance.
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I. INTRODUCTION

With our previous work [1] we try to close the gap between backup and recovery of data and its content analysis in the context of mobile forensics. The fast-growing mobile market, constantly emerging or rapidly changing technologies and high hardware diversity require rapid development of new forensic tools. In recent years, many works have dealt with the backup and recovery of data on a variety of platforms [2]. However, there are few works that deal with the analysis of the textual content.

Over the last decade, our understanding of communication and its means have changed drastically. With the introduction of inexpensive messaging technologies and comfortable usability driven by increasingly powerful smart devices, communication has shifted towards conversing via chats and short messages (especially short messaging service, SMS). Besides rising computational power, mobile devices are also provided with significant amounts of memory that allow storing application data, documents, images, and thousands of messages exchanged with a multitude of conversation partners. Although the number of exchanged messages can be in the thousands, they account only for a small fraction of occupied space in general. In consequence, chat and SMS logs are rarely deleted.

In the context of digital forensics, this aspect leads to an ambivalent situation. On the positive side, it has become more likely that confiscated devices yield information relevant for the investigation process and could reveal additional evidential aspects, such as identities of backers or other crime-related intentions of the suspect. On the downside, these information need to be extracted from the raw chat data, which is, considering its scale, barely manageable by manual means. In addition, with the growing amount of available memory and the ongoing popularity growth of text messaging, it can be postulated that manual perusing and annotating will become practically impossible. Hence, there is a necessity in developing computational (semi-) automated technologies that can support the investigator in the process. To achieve this, researches have to cope with a number of issues. Most notably, messages are often enriched with typos and grammar mistakes introduced by lowered language use standards observable in casual text conversations. Such mistakes pose major problems for text mining and computer linguistics.

Based on our previous work [1] a straightforward technique for identifying individual conversations in SMS chat logs is introduced in this paper and evaluated on a manually-annotated SMS dataset. In addition, in Section II we first discuss general background and related work considered in the MoNA development process. In Section III, we define and characterise short message semantic analyses in the context of forensics, providing detailed aspects involved in the motivation of our work. Further, the SMS dataset used to develop and evaluate MoNA is described. We emphasize that the dataset in use has been relevant for a closed drug crime investigation, thus actual information provided in this study are based on a real-life application scenario. In this respect, in Section IV we introduce measures for quantifying the potency of a keyword dictionary provided by investigators that is used by MoNA to classify and score identified conversations. These measures additionally provide statistical figures that can be used to further optimise and refine the dictionary in use. After discussing the evidential conversation detection process utilised by MoNA (Section V), we demonstrate its performance in Section VI and provide future prospects in Section VII.

II. RELATED WORK

Compared with texts from industry, medicine or science, relatively few works deal with the analysis of short messages. Most of these works address the binary classification problem in terms of SPAM detection. For example, in a large-scale study Skudlark [3] examined approaches to detect SPAM activities. However, they rely on the presence of URLs in the
text body, which limits the applicability of these methods to forensic short messages on very few cases of fraud, computer sabotage or similar crimes. Ahmed et al. [4] presented an SMS classification approach based on Naive Bayes and a priori algorithms. A further method has been discussed by Xu et al. [5] that relies on content features for classification. Although this method yields reasonable results, an application to most fields of forensics cannot only be based on meta data. But this kind of data can be useful to enlarge the target matching space. In the field of multi class SMS classification Al-Talib et al. [6] introduced a technique using an improved TF-IDF weighting, whereas Patel et al. exploit artificial neural networks [7]. Another interesting work was presented in 2011 by Ishihara [8]. In this work, the author proposed a likelihood ratio-based approach for SMS authorship classification using n-grams. The model was trained and evaluated using the NUS SMS corpus [9]. Unfortunately, a similar corpus for German forensic SMS is currently not available. The general problem when trying to create such a corpus in the field of forensics is the availability of real-life data. This is the reason why Ishihara considered non-forensic data, while the developed classifier has been trained and evaluated for forensic purposes. Therefore, with respect to forensic short messages and their special characteristics (which are discussed in Section III-B in more detail), the applicability of such a classifier and its performance in the real-life context of forensics remains unsettled. Furthermore, approaches for extracting information from short messages, as discussed in [10], [11], are frequently based on the presence of correct grammatical structures. However, these do not exist in most cases for short messages. Knowledge-based approaches, such as proposed in [12], are more promising since they can include a priori knowledge of the investigator to support information retrieval as well as information extraction processes. In the work presented by Nebhi [12] Twitter posts are considered, which, however, are similar to forensic SMS in some degree.

Thus, in general, there is no approach available that can cope with the challenges posed by real-life short message data. In addition, such an approach is required to be both applicable to all the data, and to perform as reliable as required by forensic investigation standards.

III. BACKGROUND

A. Forensic Short Messages

The analysis of short messages is a particular challenge in the context of forensic text analysis. The reasons for this is the combination of forensic text characteristics and of high information density, which is characterized by limitations in the number of characters. Such limitations arise on the one hand by technical reasons, on the other hand by the kind of use. Thus, short messages are often used in terms of “by the way messages”.

Definition 1 (Forensic Short Message): In this study, any textual message having the properties of an incriminated text and is sent or received using a short message service is considered a forensic short message.

Looking at current surveys of the short message traffic in the Federal Republic of Germany (see Fig. 1), a turnaround can be seen in the development starting in 2013. The reason for this is not a decrease in the mobile communications in general, but in a shift to other convenient communication services such as instant messaging services (e.g. WhatsApp). Nevertheless, every citizen sends one instant message per day on average. The outstanding role of text messages today and in the future, both in general and forensics contexts, was thoroughly discussed in [14]. Since the communication behaviour is mainly influenced by the type of use, the change of the medium has had only a relatively small impact on the writing behaviour of the user. Thus, the results presented in this work can be transferred in principle to other forms of mobile communication in writing. In general, the forensic analysis of incriminated texts is a big challenge for investigators—which is especially the case for short messages. In addition to large message quantities only sent by one individual, such messages have a particular characteristic, which makes the analysis difficult even for experienced investigators. Considering the amount of content that needs to be fully read, this effort is probably justifiable only in cases of severe crime or crime of high public interest. One of the current biggest limitations during the development of an automated solution for forensic purposes is the lack of a gold standard. Yet, an effective and efficient analysis in each relevant case is unthinkable without the usage of computational solutions.

B. Characteristics of Forensic Short Messages

As already discussed in [1], forensic text’s structure and quality regarding grammar, syntax and wording strongly depends on the area of the crime committed by the offenders, their level of education and their social environment. A more detailed description of the general characteristics of forensic texts can be found in [15]. Personalized SMS form the extreme case of these characteristics. They are particularly marked by frequent lack of correct grammatical structures. Therefore, it is difficult to use (lexico)-syntactic pattern as discussed in [16] [17] for extracting information of criminalistic relevance. Furthermore, the usage of non-standardised emoticons, abbreviations, emotionally intended character extensions and especially written effects of language erosion caused by language-economic processes make this task more difficult and lead to a failing of known techniques. The following list shows some example texts to illustrate the problem:

• “aber was ich mein[e] ist wir müs[s]e[n] wenn
Missing characters are included in square brackets, whereas additional characters are shown as strike-through text. Incorrect capitalisations are underlined. Slang-afflicted words and phrases are printed in bold. The most challenging problem in the considered context of SMS with criminalistic relevance is the usage of slang-afflicted language combined with terms of hidden semantics. Hidden semantics refer to one kind of a steganographic code. Such a term is used in its common innocent meaning but its actual semantic background is prearranged on the contrary, messages considered as insignificant by the message source investigator were classified as evidential. This shows that subjectivity can introduce significant errors in analyses processes and emphasises the need for expert knowledge. This study thus focuses on the prototypic implementation of MoNA as a strategy for identification and classification of conversations with respect to their relevance to the crime in question.

IV. Word Dictionary Potency

The majority of text mining and computer linguistic algorithms rely on word dictionaries that provide the initial set of words, which are screened against a given text dataset in the process. In computer forensics, the investigator aims at maximizing the number of identified messages containing evidential information, to which we refer to as significant messages in the following text. In general, the basis for the successful identification of significant messages or conversations in large message sets using string matching techniques and phonetic algorithms predominantly requires a potent word dictionary. Word dictionaries are subjected to two major requirements: First, they have a significant impact on classification performances of utilised methods and thus should be optimally composed in this respect. Secondly, word dictionaries are required to be domain-specific, case-independent, and generalized corpora of words—meaning that each should be interchangeable and not be specifically tailored toward the dataset in question. Especially in the field of computer forensics, it needs to be further emphasized that a dictionary is considered to be specific for a certain time period and region as well.

In this study, MoNA has been provided with a dictionary of 90 words specific for the drug scene currently present in the Chemnitz/west Saxony region of Germany. In this section, measures of dictionary potency, which supply simple quantifications of per-word performance, are introduced, demonstrated and discussed on the available data. First, measuring initial classification power of dictionary words is demonstrated. Subsequently, it is shown how word heterogeneity of obtained word matches in the dataset can be measured. Word match heterogeneity provides statistical figures on word diversity in and between matching word sets in significant and insignificant (non-relevant) messages, which in turn can be used to represent per-word specificity. Here, the investigator aims at maximizing diversity between word sets and reduce heterogeneity within the sets, thus reducing ambiguities of obtained matches.

A. Overview on Individual Dictionary Word Potency

Analyses of dictionary potency have been conducted by employing string matching and two phonetic algorithms (Kölner phonetic [18] and Double Metaphone [19]) on the provided SMS dataset. All three algorithms reported a total of 11,665 matches in the dataset, of which 310 had been annotated as significant by the investigators. Interestingly, a large fraction of 42 dictionary words matches exclusively to either significant or insignificant messages (see Table I). The seven words only matching to significant messages account for eighteen of the 310 significant matches. Furthermore, 35 dictionary words yield no significant matches in the dataset, classifying a total of 17% of the matches as insignificant.

In theory, a powerful dictionary yields significant matches only. However, the statistics obtained from actual data show
most of the matches to be exclusively significant or at least to be matching to both cases. Although errors should be expected in practice, large fractions of anti-correlated words, as observed in this study, highlight that a given domain-specific dictionary can produce unwanted effects caused by hidden ambiguities in the data. Hence, a dictionary should always be considered as a set of independent words—each of these with its own meaning and power with respect to classification performance.

TABLE I: Results of initial word dictionary testing. 90 domain-specific dictionary words have been matched against the SMS dataset using string matching, Kölner phonetic and Double Metaphone. If a matching message contains evidential information, the match is considered significant.

<table>
<thead>
<tr>
<th>number of dictionary words</th>
<th>type of matches</th>
<th>% of all matches</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>only in significant messages</td>
<td>82.8</td>
</tr>
<tr>
<td>35</td>
<td>only in insignificant messages</td>
<td>17.0</td>
</tr>
<tr>
<td>48</td>
<td>both</td>
<td>82.8</td>
</tr>
</tbody>
</table>

B. Measuring per-word Classification Power

To demonstrate the varying power of words, classification performances of the 48 words matching to significant and insignificant messages have been analysed. Here, the Matthews correlation coefficients (MCC) [20] have been computed for each word and each of the three used algorithms. The MCC is defined as follows:

\[
MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}. \tag{1}
\]

The classification statistics TP (true positives), FP (false positives), TN (true negatives), FN (false positives) correspond in this context to the following numbers:

- TP - number of reported matches corresponding to significant messages
- FP - number of reported matches corresponding to insignificant messages
- TN - number of cases where the algorithm indicates no match in insignificant messages
- FN - number of cases where the algorithm indicates no match in significant messages

The MCC is in the range of -1 and +1, where +1 corresponds to perfect classification, whereas the number of FN and FP cases is 0. In contrast an anti-correlated performance is indicated by an MCC of -1. Furthermore, although the MCC is a more strict measure of classification performance in comparison to the classic F1-measure, it is less prone to errors introduced by class imbalance, which is present for the majority of investigated words. The MCC thus supplies an intuitive representation of dictionary potency, but also provides a measure that is ought to be maximized. The computed individual MCC values are shown in Fig. 2a. As depicted, ten words yield MCC values > 0.5 for any of the three methods. These words include the two phonetically similar words Christel (a German nickname) and Crystal, as well as endsprüngendes (misspelled German word for ‘anything that is relaxing’). In case of these three

Figure 2: a: Predictive performance evaluated by means of Matthews correlation coefficient (MCC) of 90 dictionary words yielding matches in significant and insignificant messages (see Table I). b and c: Relative entropy (H_r) and relative Kullback-Leibler divergence (KL_r) are measures for assessing word match set homogeneity respectively set divergence. Three illustrative word match homogeneity scenarios for words w_1, w_2, and w_3 are depicted, with schematic plots of H_r and KL_r, obtained from these scenarios shown on the right (M^+ and M^-: matching word sets of significant respectively insignificant messages). d: Plots of H_r and KL_r of 21 words yielding KL_r > 0.4. Colour highlighting is in correspondence to the three word matching scenarios shown in b and c, indicating varying degrees of ambiguity and, thus, significance to dictionary power.

mixed power of individual dictionary words. The aspect that thirty-five of 90 words are anti-correlated—yielding only insignificant matches—is rather surprising, as one would expect...
words, phonetic algorithms reported matches highly correlated to significant messages, however, no string matches have been identified. This is simply due to spelling mistakes made by the conversation partners. Here, phonetic algorithms have been able to successfully identify correspondences missed by string matching that had been proven to be case-relevant. Further, in case of Schokolade, a domain-specific synonym for hashish, anti-correlation is observed, yielding string matches only to insignificant messages. Manual inspection of string and phonetic matches revealed spelling differences between significant and insignificant messages, where Schokolade is written correctly in the latter, leading to reported anti-correlated string matches. In significant messages, however, a consistent miss-spelling, Schockolade instead of Schokolade, is present. Although there are only two cases of positive messages, it can be proposed that this typing error is actually made on purpose—where the additional "c" could abbreviate "cannabis" and therefore might encode the actual meaning of the message in addition to using the synonym. In summary, for the majority of these 48 words classification performance is insuffiently low. Even though string matching seems to perform superior to the utilised phonetic algorithms in this study, no significant performance difference is observable (one-sided Welch test, \( p = 0.24 \) for Kölner phonetic, \( p = 0.05 \) for Double metaphone).

C. Measuring per-word Match Ambiguity

Finally, if a dictionary word results to two sets of matching words in significant and insignificant messages (as in case of forty-eight dictionary words in this study), it is at least desirable to obtain two divergent, homogeneous sets of matches. Divergence indicates that the two sets differ in matching word composition, whereas homogeneity indicates word diversity within the sets. Thus, both measures in combination can provide quantifications of ambiguities present between and within both sets. In order to avoid ambiguity, the researcher aims at increasing divergence and homogeneity. Subfigures 2b and c illustrate resulting hypothetical word match scenarios for three imaginary dictionary words \( w_1, w_2, w_3 \), \( M^+ \) and \( M^- \) correspond to the sets of matching words in significant respectively insignificant messages. For measuring word set divergence and homogeneity, relative Kullback-Leibler divergence \( (KL_r) \) and relative Shannon entropy \( (H_r) \) are here proposed. In general, \( KL_r \) corresponds to the normalized Kullback-Leibler divergence, which is used to measure the difference between probability distributions \( P \) and \( Q \). A probability distribution for a word set \( M \) can be simply deduced by considering the relative frequency of each word in the set of unique words \( U_M \) derived from \( M \). Thus

\[
P(w \in U_M) = \frac{f(w)}{|M|} \tag{2}
\]

is obtained. For clarity, \( P(M^-) \) is denoted as \( Q(M^-) \) in the following. From this, the Kullback-Leibler divergence between sets \( M^+ \) and \( M^- \) can be readily computed:

\[
KL(M^+||M^-) = \sum_{w \in U_M} P(w) \log_2 \frac{P(w)}{Q(w)}, \tag{3}
\]

where \( M = M^+ \cup M^- \). However, divergence as defined here results to a non-symmetric measure, which also not always strictly considers all unique words in \( M \). In case of a given word \( w \) being only present in \( M^+ \), \( Q(w) = 0 \) and the Kullback-Leibler divergence is not defined. Due to these drawbacks, the two-sided divergence is utilised in this study instead:

\[
KL(M^+||M^-) = KL(M^+||M) + KL(M^-||M). \tag{4}
\]

Finally, \( KL_r \) can be computed by normalizing the observed divergence using the theoretical maximal divergence

\[
KL_{max}(M^+||M^-) = \log_2 \left( \frac{|M|}{|M^+|} \right) + \log_2 \left( \frac{|M|}{|M^-|} \right). \tag{5}
\]

Using the definition of word probability given in equation (2), Shannon entropy can be computed:

\[
H(M) = - \sum_{w \in U_M} P(w) \log_2 P(w). \tag{7}
\]

In order to obtain normalized comparable quantities \( H_r(M) \), \( H(M) \) is weighted by taking into account the maximum theoretical entropy, leading to

\[
H_r(M) = \frac{H(M)}{\log_2(|U_M|)}. \tag{8}
\]

In Fig. 2 \( KL_r \) and \( H_r \) are illustrated schematically for three word match scenarios \( w_1, w_2, w_3 \) (see subfigures b and c), which are observed for 21 dictionary words. Here, only dictionary words yielding minimal ambiguity (\( KL_r > 0.4 \)) are considered. As illustrated, if all unique words are uniformly distributed over \( M^+ \) and \( M^- \), \( H_r \) is observed to be 1 (maximal) and \( KL_r \) is 0 (minimal). In this case, ambiguity is maximal and, simply by considering matching words, no classification can be achieved. The corresponding dictionary word \( w \) is thus of low classification potency. This case is similar to word matching scenario \( w_3 \), whereas four dictionary words considered in this study yield similar values (highlighted in green in Fig. 2a and d). Analogously, 11 and 6 dictionary words can be assigned to scenario \( w_1 \) (blue) and \( w_2 \) (red), respectively. Also, by taking into account MCC values of these words, the dictionary words yielding good classification potency can be identified. In our study, the dictionary words bufeln, Christel, Crystal, drehen, endspanendes, Grünedaum, sechen, smoked yield a low degree of ambiguity and good classification performance. Furthermore, dictionary words yielding anti-correlation correspond to word matching scenario \( w_1 \) as well.

In summary, these statistics can be used to visualize individual dictionary word potency, but also to provide measures that can aid in identifying unknown correlations and selecting additional potent words from obtained matches, or replacing ambiguous less potent words. In this study, it is apparent that a majority of words provided by the dictionary are of low potency. A large fraction of words are not sensitive to significant messages or provide only low classification potency with respect to message relevance.
V. IDENTIFICATION OF EVIDENTIAL SHORT MESSAGES

With respect to properties of forensic short messages discussed in Section III-B, the identification of crime-relevant messages within a large message history is a classification problem that is difficult to solve by means of computational approaches as well as manual annotation. However, by taking into account information extracted from related conversations instead of individual messages, automated classification strategies could be developed and applied providing the investigator with a list of conversations, which in turn can be manually perused, put into context, and can thus aid in the investigation process. As a positive side effect the context of the message is maintained in such a preprocessing strategy, which facilitates the understanding when manually perusing obtained classification results. Thus, an automated method for identifying individual conversations in message histories is desirable. In this section, a statistical approach is suggested, which aims at addressing this problem. First, the initial strategy for extracting statistical data from message logs is elucidated and mathematical formalisms are introduced. Furthermore, a statistical measure for quantifying conversation detection performance is introduced and applied to the proposed strategy. In this study, the conversation identification strategy is applied to two drug crime-related message histories both containing manually annotated relevant (evidential) messages, whereas one further contains a conversation index obtained from peruse. The latter message history is eventually used to measure identification performance of the proposed strategy.

A. Conversation Detection

In the context of this study, a conversation is considered as any amount of time- and semantically-coherent messages between at least two people. Formally expressed let \( M \) be the set of all messages, where \( m \in M \) is corresponding to any message in \( M \). Furthermore, \( M \) is in chronological order, creating a temporal connection between the logged messages. Therefore, the chronology of the exchange between the conversational members can be tracked. In addition, the response times (the elapsed time between two sequential messages \( m_i \) and \( m_{i+1} \)) can be derived. The strategy presented here is based only on derived response times and follows a simple hypothesis: the longer the response time between two messages \( m_i \) and \( m_{i+1} \), the lower the likelihood that both messages belong to the same conversation. Based on this hypothesis, the following approaches may gradually lead to the proposed statistical strategy:

1) Response times follow a statistical distribution (frequency distribution). Short response times are thereby more often observed than long response times.
2) Given a sufficiently large dataset and obtained response times, a probability distribution and hence a probability density function can be estimated empirically on the basis of the observed response time frequency distribution.
3) Given any response time \( t \), the relative number of expected response times \( \leq t \) in a chat log can be estimated based on the approximated density function.
4) The reversion of the above statement leads to an approach for solving the problem and is as follows: for which response time \( t \) is a given fraction \( p \) of response times with \( \leq t \) to be expected?
5) If \( p \) is chosen sufficiently small (\( p = 0.05 \) is a common statistical threshold), a critical response time \( t \) can be determined. Thus, it is expected that for this particular response time \( 95\%(1 - p) \) of all messages are answered within that time period. The remainder of \( 5\% \) is negligible in accordance to \( p \).
6) If the response time between two messages \( m_i \) and \( m_{i+1} \) exceeds the critical response time, the probability for both messages belonging to the same conversation is expected to be low. Thus, it can be postulated that both messages do not belong to the same conversation.
7) \( M \) can be split into different conversations solely from the sequence of response times with respect the estimated critical response time.

With the general hypothesis elucidated, the underlying formalisms resulting to the identification strategy are now introduced. Let \( \delta t = t_{m_{i+1}} - t_{m_i} \) be the response time between two sequential messages of two conversation partners. Then \( \Delta T \) is the set of all response times which fall within interval \( \{t_1, t_2\} \); thus \( \Delta T = \{\delta t | t_1 < \delta t \leq t_2\} \). The function of all observed frequencies \( h_i = \parallel \Delta T_i \parallel \) parallel over time gives a characteristic frequency distribution, which is illustrated in Fig. 3a for a message history containing 1,550 messages. The bin interval is 5 seconds.

In this histogram it can be seen that the frequency distribution follows an exponential decay of form \( ae^{-td} \). Therefore, short response times are frequently observed. A causal relationship between the observed distribution and response time can be explained by the responsiveness of two callers. However, this responsiveness is not constant, but varies continuously over time. To illustrate this underlying hypothesis, let \( t \) be the time that has elapsed since receipt of the last message. The recipient of the last message has not yet responded to this. So the responsiveness is \( B_t \). It should be noted, that \( B_t \) is corresponding to a sum of several human factors, for example for this readiness, the duration of the call and already discussed aspects contribute to responsiveness variance. However, a general decrease in responsiveness can be assumed considering a general statement: if the recipient of the last message has seen no reason to answer at time \( t \), readiness to continue the conversation does not increase at a later time \( t + dt \). This responsiveness is formally expressed as \( B_{t+dt} \). Although numerous human factors account to variance, the statement \( B_t > B_{t+dt} \) is reasonable to assume in the general case. Thus, the responsiveness decreases tentatively. Here it can be postulated that a constant reduction rate \( r \) describes the reduction of \( B \) as a function of elapsed time since receipt of the last message. This relationship can be formulated as:

\[
\frac{dB}{dt} = -rB
\]  

(9)

Hence, the more time has passed since the receipt of a message, the lower is the probability that a response will still be sent. Equation (9) can be readily solved (equation (10)). Thus, from these considerations time-dependent responsiveness \( B_t \) results from initial standby responsiveness \( B_0 \) and constant reduction rate \( r \). This aspect describes the exponential relation shown in
Furthermore, equation (10) can be understood as a probability density function obtainable by fitting parameters $B_0$ and $r$ to the observed response time distribution. Optimal fitting can be determined by regression errors (see equation (11)).

$$\{r_{opt},B_{0opt}\} = \arg\min_{r,B_0} \sum_{t} |B_t^{calc} - B_t^{obs}|$$

Based on this approximated probability density function, a threshold time $t_p$ is calculated corresponding to a sufficiently low answer probability. If this time $t_p$ is exceeded, the conversation is considered as terminated. This probability can be assumed to be sufficiently small and is hereinafter referred to as $p$. In this study $p = 0.05$ is observed to perform well on both considered message histories. Finally, $t_p$ can be determined by simply integrating the approximated probability density function and corresponding rearranging of the equation:

$$F(B) = \int_{0}^{t_p} B_0 e^{-rt} dt = 1 - p$$

The red line in Fig. 3a shows the result of the performed regression on a message history consisting of 1,550 messages. The dashed blue line illustrates the calculated $t_p$ for which the probability of receiving a response to a sent message is lower than $p = 0.05$. For this dataset $t_p$ is 217 seconds. In summary, proposed statistical conversation identification requires to approximate the probability density function from the conversation-characteristic response time distribution, estimate a critical threshold time $t_p$, for a preselected $p$, and finally split $M$ into disjunct sets of messages, whereas $|t_{m_i} - t_{m_{i+1}}| > t_p$.

To check if conversations containing evidential messages are erroneously split by this approach, their response time distribution has been investigated. As shown in the histogram in Fig. 3b the response time for only one relevant message exceeds the estimated $t_p$. Hence, all conversations containing evidential information are not falsely split in this case. However, this single message is a solitaire, meaning it is a single unanswerered message without contextual references. The algorithm for detecting conversations is only applied to phone numbers at a minimum of 7 digits without any country code or at least 10 digits with country code, because shorter numbers mostly belong to telephone services and, therefore, are of less interest. Furthermore, the cut-off calculation as the first step during the conversation detection is only considered, if the number of messages between two conversation partners is at least 20. To avoid extremely short and, therefore, less meaningful conversations a cut-off value of 2 minutes is set as a minimum. These dialogs also include questions detected via the question mark symbol (“?”), as well as in combination with an exclamation mark (“!”). It was analysed whether and to which extent at these points (between question and answer/reaction) clustering occurs and if, therefore, coherent conversations were cut undesirably. The analysis results on the test dataset can be seen in Table II. Based on a manual review, it could be found out that SMSs, which contain question marks mostly (82.69 to 100%), follow up answers or reactions from the other participant and, therefore, can be treated as a coherent conversation. The cut-off value itself does not change, because the clustering/conversation detection is following the cut-off calculation.

By reference to Table II it would appear that special treatment or filtering of question marks has a major impact on the number of clusters in the test dataset. Without question mark treatment 384 clusters arise. If the clustering is extended by the question mark treatment it results in 332 clusters.
TABLE II: Comparison of the question mark consideration in the conversation detection of the test dataset.

<table>
<thead>
<tr>
<th>without &quot;?&quot; treatment</th>
<th>with &quot;?&quot; treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td># matches</td>
<td>52</td>
</tr>
<tr>
<td># conversations</td>
<td>384</td>
</tr>
</tbody>
</table>

(13.54% or alternatively 52 less clusters than before). In view of these results, the question mark treatment is recommended.

B. Evaluation of Conversation Identification

Evaluation of the proposed automated approach is carried out by comparing the similarity of the generated chat log partitioning with the partitioning obtained from manual annotations using an information theoretic approach. More precisely, given the two partitions normalized mutual information is computed, which indicates information coupling between both and reports the degree of uncertainty that the partitioning obtained by the proposed approach is meaningful with respect to manual annotations. A partitioning of a chat log corresponds to a set \( C = c_1, \ldots, c_k \) of \( k \) identified conversations. Let \( t_E(c_i) \) be the time elapsed during conversation \( c_i \). Trivially, the sum of all \( t_E \) equals the elapsed time between all messages. According to this the ratio \( p(c_i) = t_E(c_i) / \sum(t_E(c_j)) \) corresponds to the probability of any randomly chosen message (or any arbitrary point of time) belonging to conversation \( c_i \). In this respect, a pair of conversation sets obtained by manual annotation \( C_{\text{man}} \) and automated identification \( C_{\text{auto}} \) can be compared by means of these probabilities. Considering manual conversation identification to be error-free, optimal automated conversation identification is achieved, if \( C_{\text{man}} = C_{\text{auto}} \). By considering underlying probability distributions \( P(C_{\text{man}}) \) and \( P(C_{\text{auto}}) \), the statement holds analogously true if \( P(C_{\text{man}}) = P(C_{\text{auto}}) \). In order to evaluate the quality of the proposed approach, both \( P(C_{\text{man}}) \) and \( P(C_{\text{auto}}) \) can be utilised to measure set similarity. However, since both sets are not necessarily of equal size and there is no one-to-one correspondence between conversations in both sets, rather straightforward measures of set similarity, such as the Jaccard index or the previously discussed Kullback-Leibler divergence as well as correlation analyses of conversation indexes, have to be considered as unsuitable. Due to these constraints, normalized mutual information (NMI) is chosen for evaluation instead. In general mutual information quantifies the emitted information (or dependence) between two variables \( X \) and \( Y \) by means of scaling the joint distribution \( P(X,Y) \) of both using the distribution of marginal probabilities \( P(X)P(Y) \). This measure is still applicable in case when the sizes of both sets are unequal, and also does not rely on one-to-one relations. Further, mutual information can readily be normalized \( \text{NMI} \in [0,1] \) using the marginal entropies \( H(X) \) and \( H(Y) \) to obtain comparable quantities. The maximum value of 1 is thus observed if the discrepancy between joint distribution and marginal distribution is maximized—which is only if \( P(X) = P(Y) \). With respect to \( P(C_{\text{man}}) \) and \( P(C_{\text{auto}}) \), a maximum value of 1 is only achieved, if both sets are equal and, hence, perfect conversation identification is obtained. If \( C_{\text{auto}} \) is simply generated by chance and the identified conversation set is thus expected to be of low quality, the discrepancy between both distributions is observed to be relatively small, leading to relatively low NMI. For conversation identification NMI is defined as

\[
\text{NMI}(C_{\text{auto}}, C_{\text{man}}) = \frac{2MI(C_{\text{auto}}, C_{\text{man}})}{H(C_{\text{auto}}) + H(C_{\text{man}})},
\]

where

\[
MI(C_1, C_2) = \sum_{c_1 \in C_1, c_2 \in C_2} p(c_1 \cap c_2) \log_2 \left( \frac{p(c_1 \cap c_2)}{p(c_1)p(c_2)} \right)
\]

and

\[
H(C) = -\sum_{c_i \in C} p(c_i) \log_2 (p(c_i)).
\]

\( p(c_i \cap c_j) \) corresponds to the time fraction of the overlap between two conversations.

The proposed strategy was applied to a second message history of 2046 messages. The history was manually perused and 116 individual conversations were identified manually. The statistical approach utilised on this dataset yielded a \( t_{\text{p}=0.05} \) of 2907 seconds. The corresponding NMI was computed and compared to NMI values resulting for critical response times \( t_c \) in the range of 30 to 30,000 seconds. This comparison provides a robustness test for the conversation identification obtained from \( t_{\text{p}=0.05} \). As shown in Fig. 4 NMI \( t_{\text{c}} \) is within the response time interval (2000 s - 7000 s) that yields best performance when considering a constant critical response time as proposed here. Note that the NMI for small critical response times (\( t_c < 100 \) seconds) of about 0.95 corresponds to a message history-characteristic baseline performance, which is the result of marginal correlation between \( C_{\text{auto}} \) and \( C_{\text{man}} \) in this \( t_c \) range.

![Figure 4: NMI values computed for a message history with available \( C_{\text{man}} \) determined by peruse. NMI is obtained by deriving \( C_{\text{auto}} \) for each corresponding critical response time in the range of 30 to 30,000 seconds. The critical response time \( t_{\text{p}=0.05} \) computed by the proposed statistical approach (2907 seconds) is here highlighted by a green line. Conversation identification obtained by proposed approach is within the critical response time range resulting to best classification.](image)

C. Detecting Evidential Conversations

Given the set of identified conversations \( C = \{c_0, \ldots, c_n\} \), the next step is to determine which of these are significant regarding the object of investigation. With respect to the insights provided in Section III-B, we utilised a bag-of-words model combined with a domain specific dictionary \( d \) to assign a significance value to each conversation and hence to each
person being part of it. This significance value $S$ can be calculated depending on the frequency of domain-specific terms (see equation (16)).

$$S_i = \text{bag}(c_i, d), \forall c \in C$$

(16)

These values form the basis of a heat scale we use to colour the contacts in the contact network established using the report data. Fig. 5 shows the overall process. The starting point is a contact network based on the data gathered by Physical Analyzer [21]. Exchanged coherent messages are subsequently clustered into conversations as proposed. The significance value is calculated for each of these conversations. Based on these values suspicious contacts and communications are highlighted visually on the contact network using the corresponding heat scale colours via the MoNA user interface.

As discussed in Section IV, the determining factor for satisfactory results is a potent dictionary. A dictionary that comprises local language conditions, as well as terms from different categories of offences, is currently not available (at least in Germany). Therefore, an appropriate dictionary for each offence category and each local cultural circle is required to be created before calculating conversation significance.

D. Creating the Dictionary

We started dividing the corpus into significant and non-suspicious parts and performing a discriminant analysis involving stop-word elimination and stemming. Considering only the frequency classes 1 and 2 (words exclusively in suspicious texts and words relatively more frequent in such texts) we identified 882 “suspicious” terms. Using these terms in turn for processing the whole dataset for evaluation we achieve 0.98 sensitivity with 1.0 precision. Looking at the distribution of hits, we observed that the most of them are unique. The reason for this is due to the high number of unique spellings, caused by syntactic and typographical errors as well as deliberate word extensions. However, these lists of terms can form a basis for the dictionary, especially if more than one corpus is taken into account and words are removed according to their frequency within all corpora.

In addition, it is useful to integrate the knowledge of local criminalists who deal with similar cases in a similar environment every day. This experiential knowledge is the best source of information for both, slang and hidden semantics. Such manually added terms need to be extended automatically, for example, by twisting letters and transforming in patterns, e.g., regular expressions using an appropriate pattern generator (see Fig. 6). Current work aims at improving dictionary potency by applying a similar bootstrapping algorithm as presented in [15] for the field of categorising forensic texts in general.

For testing the universality of the proposed process chain and especially the dictionary additional corpora are required. Fortunately, due to our cooperation with the local prosecutor’s office additional data is provided. Finally, initial development of an algorithm, which aims at calculating the conversation significance value with a high failure tolerance as shown in Fig. 7, is currently work in progress. Here, pronunciation profiles are used as a basis for matching terms with high failure tolerance.

VI. PERFORMANCE OF A PROTOTYPE

The implemented MoNA prototype show an $F_1$ score of about 0.80 for both string matching and phonetic matching algorithms in relevance classification of identified conversations. However, both algorithms show opposite performance with respect to sensitivity and recall (string matching: 1.0 sensitivity, 0.67 recall, phonetic algorithms: 0.67 sensitivity, 1.0 recall). In performance testing, a dictionary of keywords commonly used in the local drug scene of the western Saxony

Figure 5: The process of detecting suspicious communication.

Figure 6: Generating a pattern dictionary by transforming criminalist’s knowledge.

Figure 7: Dictionary containing pronunciation profiles as a basis for matching terms with high failure tolerance.
area had been provided by investigators with expert knowledge. As demonstrated in the Word Dictionary Potency section, coverage and potency of the provided dictionary is rather low, which is the cause for the discrepancy in recall, respectively, sensitivity and leaves room for improvement. Thus, future research and studies have to focus on keyword selection, dictionary development and refinement. Nevertheless, the workload for manual peruse and annotation has been reduced significantly to 15% by integrating the MoNA prototype into the investigation process chain.

Figure 8: MoNA user interface. The communication network is visualised and highlighted by colour in accordance to scored conversation relevance. Contact information and message histories are further reported and interactively explorable. Sensitive information regarding the closed criminal investigation is disguised.

VII. CONCLUSION AND FUTURE WORK

Manual forensic peruse and analyses of SMS and IM messages is a time-demanding and error-prone process. In addition, in case of minor or moderate offences and crimes, such forensic investigations are not justifiable for economical reasons. In recent work it has been shown that automated strategies for information retrieval and mining in message corpora is difficult to realize due to information uncertainty and ambiguity introduced by grammatical and semantic structures usually uncommon in well-written and error-free texts. Existing computational text analyses approaches are predominantly tailored towards a clearly defined semantic domain and are employed to domain-specific corpora of semantically and grammatically correct texts. Successful utilisation of such techniques is thus often limited or even impossible in the context of forensic SMS and IM message analyses.

In this work, a computational approach is proposed that aims at reducing the amount of messages prior to manual peruse by identifying conversations in message histories, which might contain evidential information relevant in investigation. This approach initially identifies conversations in message histories based on statistical analyses of the characteristic behaviour of text communication between participants. Individual identified conversations are subsequently scored with respect to predicted crime-related relevance based on a key word dictionary deduced from practical knowledge of investigators.

This evaluation is further used in conversation reporting and visualization within the communication network. As demonstrated, the implemented prototype, MoNA, shows acceptable performance in this respect. Although widely applied software (such as Oxygen Forensics [22], XRY Physical [23] and UFED Touch Ultimate [24]) provide valuable means for data extraction and visualization, the process of data exploration, annotation and peruse is still required to be conducted manually. Here, as a tool for case-based forensic semantic analyses, MoNA could provide a valuable missing link in the process chain. Furthermore, MoNA currently features a data interface to process results and data derived by means of UFED software packages. In the near future, here presented approaches are ought to be refined. Implementations of additional data interfaces compatible with software listed above are currently work in progress.
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Abstract—Recent years saw serious attacks on software, e.g., the Heartbleed attack. Improving software security should be a main concern in all software development projects. Currently, Scrum is a popular agile software development method, used all around companies and universities. However, addressing IT security in Scrum projects is different to traditional security planning, which usually requires detailed planning in an initial planning phase. After this planning phase, only minor adjustments are expected. In contrast, Scrum is known for very little initial planning and for constant changes. This paper presents Secure Scrum, an extension to Scrum, that deals with the characteristics of security planning in Scrum. Secure Scrum is a variation of the Scrum framework that puts an emphasis on implementation of security related issues without the need of changing the underlying Scrum process or influencing team dynamics. To implement Secure Scrum in an organization, it helps to utilize a framework for strategic security planning. This paper uses the example of the OpenSAMM (Open Software Assurance Maturity Model) to show how Secure Scrum could be implemented in the field. A field test of Secure Scrum shows that the security level of software developed using Secure Scrum is higher than the security level of software developed using standard Scrum and that Secure Scrum is even suitable for use by non-security experts.
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I. INTRODUCTION

This paper presents Secure Scrum and how Secure Scrum can be used in conjunction with OpenSAMM for the development of secure software. Secure Scrum was first presented in [1].

In times of the Internet of Things, even refrigerators now have network support and run a whole bunch of software. As software is so ubiquitous today, software bugs that lead to successful attacks on software systems are becoming a major hassle, see, e.g., [2]. To deal with the constant presence of attacks on systems, modern software development should focus on developing SECURE software, meaning software with little or no vulnerabilities.

Scrum [3][4] is a very popular software development framework at the moment [5]. Unfortunately, Scrum comes without security support. This paper presents Secure Scrum, an extension of the Scrum framework that supports developers in implementing secure software. Secure Scrum is even suitable for non-security experts.

Scrum groups developer in small developer team, which have a certain autonomy to develop software. It is assumed in Scrum that all developers can implement all tasks at hand. Software development projects are split into so-called sprints. A sprint is a fixed period of time (between 2 and 4 weeks). During a sprint, the team develops an increment of the current software version, typically including a defined number of new features or functionality, which are described as user stories. User stories are used in Scrum to document requirements for a software project. All user stories are stored in the Product Backlog. During the planning of a sprint, user stories from the Product Backlog are divided into tasks. These tasks are stored in the Sprint Backlog. A so-called Product Owner is the single point of communication between customer and developer team. Regular feedback of customers on the state of the current increment of the software introduces agility to software development. Changes of user stories reflects this agility. The Product Owner also prioritizes the features to implement. Traditional Scrum does not include any security-specific parts.

One major driver of software security in Secure Scrum is the identification of security relevant parts of a software project. The identification of security critical system parts is very important in any software project, because only in this case, developers can implement appropriate security controls. Traditional software development processes typically use methods of security requirements engineering to identify security critical components of a system. However, the planning moments of Scrum (Product Backlog Refinement, Sprint Planning, and Sprint Review) have very tight time constraints, hence it is very hard to apply time-consuming traditional security requirements engineering methods. In Secure Scrum, security relevance of parts of the emerging software is visible to all team members at all times. This approach is considered to increase the security level, because developers place their focus on things that they had evaluated themselves, which they fully understand, and when their prioritization of requirements does not differ from prioritization of others [6][7].

Secure Scrum aims on achieving an appropriate security level for a given software project. The term "appropriate" was chosen to avoid costly over engineering of IT security in software projects. The definition of an appropriate security level is the crucial point in resource efficient software development (e.g., time and money are important resources during
software development). For the definition of an appropriate security level, Secure Scrum relies on the definition in [8]: Software needs to be secured until it is no longer profitable for an intruder to find and exploit a vulnerability. This means that an appropriate security level is reached once the cost of an attack is higher then the expected gain of the attack. So, Secure Scrum offers a way to not only identify security relevant parts of the project but to also judge on the attractiveness of attack vectors in the sense of ease of exploitation.

The identification of security issues is not the only important part of achieving software security, the developers also need to implement effective controls to avoid potential security risks. In Scrum, each team member is responsible for the completeness of his solution (Definition of Done). However, there is a huge number of choices of methodologies to verify completeness. Thus, Secure Scrum must be able to integrate different verification methods. This leads to the issue that Secure Scrum needs to support team members with verification, but without the use of predefined verification methods. This means that a team member can use any method for verification (same as with normal tests, Scrum does not tell the developer how to test). Secure Scrum helps developers to identify appropriate security testing means for security relevant parts of a software project.

One last challenge solved by Secure Scrum is the availability of security knowledge when needed. In standard Scrum, each team member is responsible for his own work, this also means that the team member needs the knowledge to solve the requested task. Nowadays, the availability of security knowledge and experience among software developers does not reflect the importance of this issue. To keep many benefits of standard Scrum, Secure Scrum assumes that the vast majority of requirements should and could be handled by the team itself. However, for some security related issues, it could be necessary or more cost effective to include external resources like security consultants or in-house security experts in the project. Secure Scrum offers a way to include these external resources into the project without breaking the characteristics of Scrum and with little overhead in administration.

The rest of this paper is structured as follows: The following section summarizes related work on software security relevant for Secure Scrum. Section III shows the design of Secure Scrum in detail. Section IV shows how Secure Scrum can be implemented in an arbitrary organization using the framework OpenSAMM. Secure Scrum is evaluated in a field test in Section V. Section VI summarizes the findings of this paper.

II. RELATED WORK

There are several methods for achieving software security, e.g., Clean Room [9], Correctness by Construction [10], CMMI-DEV [11][12], etc. However, these methods cannot be used in Scrum as they do not blend well with the characteristics of agile software development and specifically Scrum. Correctness by Construction [10], for example, advocates formal development in planning, verification and testing. This is completely different to agility and flexible approaches like agile methodologies. Especially Scrum has a strong focus on fast changes to running code, the overhead of Correctness by Construction would be significant. Other models like CMMI-DEV [11][12] can deal with agile methods. The main difference is that CMMI focuses on processes and Scrum on the developers [12]. This means that Scrum and other agile methodologies are developer centric, while CMMI is more process oriented. Restricting developers by rigid processes would break the idea of self-organization of Scrum, hence would introduce significant overhead. Concepts like Microsoft SDL [13] are designed to integrate agile methodologies, but is also self-contained. It can not be plugged into Scrum or any other agile methodology. Scrum focuses on rich communication, self-organisation, and collaboration between the involved project members. This conflicts with formalistic and rigid concepts.

To sum it up, the major challenge of addressing software security in Scrum is not to conflict with the agility aspect of Scrum.

S-Scrum [14] is a “security enhanced version of Scrum”. It modifies the Scrum process by inserting so-called spikes. A spike contains analysis, design and verification related to security concerns. Further, requirements engineering (RE) in story gathering takes effect on this process. For this, the authors describe to use tools like Misuse Stories [15]. This approach is very formalistic and needs lot of changes to standard Scrum, hence hinders deployment in environments already using Scrum. Secure Scrum in contrast is compatible with standard Scrum, hence can be used in environments where Scrum is already used.

Another approach is described in [16]. It introduces a Security Backlog beside the Product Backlog and Sprint Backlog. Together with this artifact, they introduce a new role. The security master should be responsible for this new Backlog. This approach introduces an expert, describes the security aware parts in the backlog, and is adapted to the Scrum process. However, it lacks flexibility (as described in the introduction) and does not fit naturally in a grown Scrum team. Also, the introduction of a new role changes the management of projects. With this approach, it is not possible to interconnect standard Scrum user stories with the introduced security related stories. Secure Scrum in contrast keeps the connect between security issues and user stories of the Product Backlog respectively tasks of the Sprint Backlog.

In [17] an informal game (Protection Poker) is used to estimate security risks to explain security requirements to the developer team. The related case study shows that this is a possible way to integrate security awareness into Scrum. It solves the problem of requirements engineering with focus on software security. However, it does not provide a solution for the implementation and verification phase of software development, hence it is incomplete. Especially, Protection Poker does not ensure that security considerations actually affect the code itself, which is of crucial importance [18]. Secure Scrum in contrast provides a solution for all phases of software development, especially for the important implementation phase.

Another approach is discussed in [19]. An XP Team is accompanied by a security engineer. This should help to identify critical parts in the development process. Results are documented using abuse stories. This is similar to the definition in [20]. This approach is suitable for XP-Teams but not for Scrum.

To sum it up, none of the related work mentioned above integrates well into Scrum, comes with little overhead for Scrum,
allows for easy adaption for teams already using standard Scrum, and focuses on all phases of software development. Secure Scrum in contrast solves all of these problems. The design of Secure Scrum is described in detail in the following.

III. DESIGN OF SECURE SCRUM

Secure Scrum consists of four components. These four components are put on top of the standard Scrum framework. Secure Scrum influences six stages of standard Scrum as can be seen in Figure 1.

The components of Secure Scrum are:

- **Identification component**: The identification component is used to identify security issues during software development. To make security issues visible to the team, security issues are marked in the Product Backlog of Scrum. The identification component is used during the initial creation of the Product Backlog as well as during Product Backlog Refinement, Sprint Planning, and Sprint Review.

- **Implementation component**: The implementation component raises the awareness of the Scrum team for security issues during each sprint. The implementation component is used in Sprint Planning, as well as during the Daily Scrum meetings. Hence, all software developers are aware of software security issues all the time.

- **Verification component**: The verification component ensures that team members are able to test the software with focus on the non-functional requirement software security. The verification component gets managed within the Daily Scrum meeting.

- **Definition of Done component**: The Definition of Done component enables the developers to define the Definition of Done for security related parts of the software in a way compatible with standard Scrum. The verification component especially addresses the problem of long-running security tests, e.g., penetration tests, that could not be performed at the end of a Scrum sprint.

In the following, each component of Secure Scrum is described in detail.

A. Identification Component

The identification component is used to identify and mark security relevant user stories. It is used during the initial creation of the Product Backlog as well as during Product Backlog Refinement, Sprint Planning, and Sprint Review. As Product Backlog Refinement, Sprint Planning, and Sprint Review have a very tight time constraint, the identification component does not use traditional methods of security requirements engineering.

Secure Scrum takes a value-oriented approach to security: Software needs to be secured until it is no longer profitable for an intruder to find and exploit a vulnerability. This means that an appropriate security level is reached once the cost of an attack is higher than the expected gain of the attack. Secure Scrum focuses security implementation effort on parts of the emerging software that are of high value for the stakeholders. Hence, in a first step, stakeholders (may be represented by

<table>
<thead>
<tr>
<th>Security parts</th>
<th>Scrum parts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identification</td>
<td>Initial Product Backlog Creation</td>
</tr>
<tr>
<td>Implementation</td>
<td>Product Backlog Refinement</td>
</tr>
<tr>
<td>Verification</td>
<td>Sprint Planning</td>
</tr>
<tr>
<td>Definition of Done</td>
<td>Daily Scrum</td>
</tr>
<tr>
<td>Sprint Review</td>
<td>Definition of Done</td>
</tr>
</tbody>
</table>

Figure 1. Integration of Secure Scrum components into standard Scrum

the Product Owner) and team members rank the different user stories according to their loss value. The loss value of a user story is the loss that may occur whenever the functionality that implements the user story is attacked or data processed by this functionality gets stolen or manipulated. For example, one can formulate “Whenever someone will get access to these data, our company will have high damage”. Even better the cost gets listed with a numeric value like USD or Euro. However, such money estimates tend to be imprecise.

In a next step, stakeholders and team members evaluate misuse cases and rank them by their risk. At this point, it can be useful to incorporate external security expertise to moderate by asking the right questions and proposing security aware user stories.

If an organization often develops software for the same domain (e.g., financial service sector, medical sector), it is advisable to compile a list of misuse cases from prior projects in the same domain that could be used for future projects. Also, checklists may be used. Other useful sources for risk estimation are other risk rating methodologies, e.g., the OWASP Risk Rating [21].

After using the identification component, team members and stakeholders have a common understanding of security risks in the Product Backlog. To keep awareness for security risks at a high level, the initial understanding about security risks is documented in the Product Backlog. To do this, Scrum uses so-called S-Tags. Figure 2 shows the basic principle of an S-Tag. An S-Tag consists of one or more S-Marks, a Backlog artifact, and a connection between the Backlog artifact and one or more S-Tags. An S-Tag identifies Product Backlog items that have security relevance with a marker called S-Mark. This ensures that the security relevance of certain items in the Product Backlog is visible at all times. The technology
Figure 2. Usage of S-Tags to mark user stories in the Product Backlog and to connect user stories to descriptions of security related issues.

behind the S-Mark is negligible (it can be a red background, a dot, or something else), it only must be ensured that a Product Backlog item with security relevance contrasts to other Backlog items.

An S-Tag describes one security concern. A detailed description of the security issue helps the Scrum team to understand the security concern. The description of the security concern itself can be formulated in a separate Backlog item. This can be a user story, misuse story, abuse story, or whatever a team decides to use as description technology. The description may include elements from a knowledge base that gives advice on how to deal with this specific security concern. If such a knowledge base is maintained over the course of several projects, it is very likely a valuable source of information for the Scrum team. A knowledge base could also increase the time-efficiency of the identification component.

An S-Tag links one security concern to one or more Backlog items. A security concern is any security related problem, attack vector, task, or security principle that should be considered during implementation. One-to-many-connections between security concern and affected Product Backlog items allow for grouping of items that share the same security concern (and hopefully may use the same security mechanisms) as well as expressing security on a high level. Connections between S-Tags could be realized by using unique identifiers for S-Tags that are part of the S-Mark (e.g., written on a red dot that is used as S-Mark ). Using meaningful identifiers helps in understanding security concerns at one glance.

B. Implementation Component

Original Scrum has a strong focus on implementation and running code. Hence, it is obvious that security efforts must affect the code itself [18]. Thus, Secure Scrum makes security concerns visible for the developers at all time. To ensure that security concerns are visible in daily work of the developers, they must be present in the Sprint Backlog. Subsection III-A describes how security concerns are included in the Product Backlog. The Product Backlog lists the required functionalities of the product. This includes the S-Tags. Usually, a sprint implements a subset of these functionalities (for example user stories). During a sprint, some user stories are broke down to tasks (or similar conceptual parts). Whenever a user story is marked with an S-Mark, the corresponding S-Tag must also be present in the corresponding Sprint Backlog and the S-Tag must be handled by the developer during the sprint. An S-Tag can be handled like any other Backlog item. But whenever an S-Tag gets split into tasks, these tasks must also be marked with an S-Mark and connected to the original S-Tag. This ensures that developers are always aware of the original security concern and the security concern can be linked back to the origin description. Using the implementation component of Secure Scrum ensures that developers are aware of the relevant security concerns of the product in each sprint and that security concerns do not get lost during implementation.

C. Verification Component and Definition of Done Component

Increased awareness for security related concerns is not the only advantage of the use of S-Tags. S-Tags are also very useful when identifying requirements for verification of the emerging software. In the first place, S-Tags clearly identify parts of the emerging software that need security verification. In the second place, S-Tags are useful to estimate the effort needed for verification. Some security verifications may need a long time (e.g., penetration testing), hence could not be performed at the end of a sprint.

For further simplification, the term “task” is used for some work that is performed by one developer in one sprint and that needs one Definition of Done.

Secure Scrum proposes two different approaches for verification to deal with the problem of long running tests and, therefore, two variants of the Definition of Done exist:

- Same-Sprint-Verification: Whenever the verification process (whatever the developer or team chooses to use) for one task can be performed during the same sprint and by the same developer, the verification must be part of the task itself. This ensures that the verification is also part of the Definition of Done.

- Spin-off Verification Task: This variant is used if a developer does not have the required knowledge for verification, or the verification needs external resources, extra time for testing, or anything else that hinders an immediate verification. In this case, the verification cannot be part of the Definition of Done. In such cases, a new task must be created that inherits only the verification part of the original task. This new task ("spin-off verification task") must be marked with an S-Mark and should be connected to the original S-Tag, together with the original task. In this case, the developer can define the Definition of Done without the verification, hence a Definition of Done compatible to standard Scrum is available. It is of crucial importance that spin-off verification tasks are subject of sprints in the near future. However, if external experts are used for certain verification tasks (see Subsection III-D), it is beneficial if spin-off verification tasks can be pooled. In any case, it must be ensured that there are no unhandled spin-off verification tasks at the end of software development.

The proposed approach for the definition of the Definition of Done ensures that the connection between an S-Mark and its corresponding S-Tag keep existing throughout the project, hence no security concern can get lost.

D. Integration of External Ressources

It security knowledge may be rare in a Scrum team or special knowledge not present in the Scrum team may be necessary for certain parts of the emerging software (e.g.,
implementation and testing of cryptographic algorithms, penetration testing of software increments). Or a company prefers to pool security experts in a special team that supports multiple other scrum teams. Such a security team allows for a running coach approach: the security team supports exactly one team at each sprint. If sprints are synchronized in a company, this helps to have a good use of the security experts. Figure 3 shows this so-called running coach approach with one security team that supports three Secure Scrum teams.

Secure Scrum offers ways to include external resources (e.g., external security consultants or internal running coaches) in all components of Secure Scrum. External resources could have one or more of the following three functions:

- Enhance knowledge and provide guidance
- Solve challenges
- Provide external view

These three functions are described in the following.

**Enhance knowledge and provide guidance:** This function includes security-related training for the Scrum team to help them to gain a better understanding of a specific security-related area. Doing so on the job during a project offers a chance to teach IT security with a specific example at hand (e.g., a certain S-Tag that is linked to many user stories) and may be more efficient than security training between two projects. Training may be necessary for aspects that are not part of everyday work, e.g., the usability of security mechanisms [22, 23].

**Solving Challenges:** Some S-Tags represent hard security challenges that require special expertise or special experience, such that it is more cost efficient to let external resources solve this challenge. To avoid breaches in Scrum, it is necessary that these external solutions can be handled like a tool, a well defined part of development, a framework, or a “black box”, which is ready to use. This means that this external solution should be encapsulated and therefore does not influence Scrum or the Scrum team. For example, this can be a functional part of software (with special IT Security concerns) or parts of the project, which can be used with an API by the Scrum team. Another challenge is the integration of external services like penetration testing into the development process. One way to do so is that external resources provide test cases (e.g., for Metasploit [24]) that can be used for every increment of the emerging software at any time. Results of tests can be documented as artifacts in the Backlog. Then they can be handled like any other change request.

**Providing external view:** One major part in IT Security is to recognize ways to exploit the own system. In other words, one must think like an attacker to recognize potential attack vectors. Usually, it is easier for an outsider to spot potential weaknesses of a system than it is for the developer of a system. Hence, external resources may introduce a valuable external viewpoint on a project. When using the identification component of Secure Scrum, an external consultant can be helpful to point the team to security concerns. When using the implementation component, external resources can be helpful in the sprint planning or could perform code reviews. When using the verification component, an external consultant can help to create tests for security concerns. These interventions by external resources should not be part of the normal Scrum processes, the external resource should only help to ask questions (in the meaning of: he should show relevant concerns in scope of IT Security). In conclusion, the external resource should help to set focus on problems the team is not aware of.

### IV. Implementation of Secure Scrum Using OpenSAMM

This section gives some hints on how to successfully implement Secure Scrum in an organization. Implementation of a new security approach is a non-trivial task for many organizations. Secure Scrum is compatible with many frameworks for implementation of security strategies, and if there is already a framework in use in an organization, it is a good idea to use this framework to implement Secure Scrum. Existing frameworks may be for example Microsoft SDL [25] or CLASP (Comprehensive Lightweight Application Security Process) [26]. This section uses OpenSAMM (Open Software Assurance Maturity Model) [27] as an example to show possible implementation activities. OpenSAMM was chosen because it can be used with arbitrary security strategies, has a small overhead, is open and flexible enough to be a good fit for security in agile software development. One big advantage of OpenSAMM compared to Microsoft SDL, CLASP, and many other frameworks is, that it is not necessary to introduce Secure Scrum in one big project at one time, but many small steps are possible, using so-called maturity levels. Especially this feature of OpenSAMM makes it a good fit for small and medium size companies with small security budgets.

OpenSAMM consists of four business functions that are typical for organizations developing software. Each business function has three security practices (see Figures 5, 6, 7, and 8). Each security practices has levels between 0 (no security yet) and 3 (mature security). The meaning of these maturity levels is described in the following:

- **Maturity level 0:** No activities for this security practice are implemented. In most organizations, this is the starting point.
- **Maturity level 1:** There is a basic understanding of the security practice and first implementations of the security practice exist.
Maturity level 2: Efficiency and/or effectiveness of implementations of this security practice get enhanced at this level.

Maturity level 3: The security practice is at a high level of competence.

This section describes security activities for Secure Scrum security practices on levels 1 through 3. The level approach helps to introduce Secure Scrum in multiple steps. OpenSAMM includes methodologies to verify the successful implementation of activities on a certain level of a security practice before proceeding further. Also, OpenSAMM offers roadmap templates for typical domains. Figure 4 gives an overview of the four business functions of OpenSAMM. The four business functions of the software development process in OpenSAMM are:

- **Governance**: The focus of the business function Governance lies on the overall processes and activities for software development in an organization.
- **Construction**: The focus of the business function Construction lies on how to create software in a software project. This business function is the most important business function for the implementation of Secure Scrum.
- **Verification**: The focus of the business function Verification lies on how to test software produced during software development. Typical activities include penetration testing, general software quality assurance actions as well as manual review of source code or even design documents.
- **Deployment**: The focus of the business function Deployment lies on how to manage releases of software. This includes shipping of products to the end user, installation of products as well as operational aspects of software. There is no need to adapt this business function for Secure Scrum as operation of software is out of scope of Secure Scrum.

Secure Scrum needs to be included in the business functions Governance, Verification, and Construction. The business function Deployment is out of scope of Secure Scrum, but nevertheless, it is very important for achieving software security in general.

Figure 5 shows the security practices for the business function Governance. They are:

- **Strategy & Metrics**: This security practice includes the overall strategy for development of secure software as well as metrics to measure progress in enhancing the security level of software.
- **Policy & Compliance**: This security practice includes setting up control mechanisms to check that all processes for development of secure software are followed.
- **Education & Guidance**: This security practice includes all activities that enhance knowledge of software developers.

Security practice Strategy & Metrics does not need changes for Secure Scrum. Secure Scrum can be used in many different security strategies and all kind of metrics can be used. See [28] for an overview of common metrics.

Security practice Policy & Compliance includes Secure Scrum activities at the following maturity levels:

- **Maturity Level 1**: Establish compliance guidelines for Secure Scrum usage. Guidelines should include mandatory use of Secure Scrum as well as responsibilities of the Scrum roles (process owner, Scrum Master, team members) in Secure Scrum, e.g., who is responsible for risk rating.
- **Maturity Level 2**: Establish compliance guidelines for risk rating in software projects. Establish regular audits of projects.
- **Maturity Level 3**: Establish a solution for audit data collection. Establish compliance gates, e.g., check compliance with Secure Scrum guidelines every 6th sprint.

Security practice Education & Guidance includes Secure Scrum activities at the following maturity levels:

- **Maturity Level 1**: Establish a technical guideline for Secure Scrum. This should include a description of the Secure Scrum components Identification, Implementation, Verification, and Definition of Done components (see Section III), a comprehensive description of S-Marks and S-Tags as well as a description of the integration of Secure Scrum in Scrum. Establish a
knowledge base of security concerns as described in Section III-A.

- Maturity Level 2: Each scrum role (product owner, scrum master, scrum team member) gets role-specific security training, an introduction to Secure Scrum as a methodology as well as an introduction to the supporting systems. Project teams are supported by Secure Scrum running coaches to support the transition to Secure Scrum.

- Maturity Level 3: Establish mandatory Secure Scrum training for all roles. Establish a role-based Secure Scrum exam or a role-based Secure Scrum certification.

Maturity Level 2: Each scrum role (product owner, scrum master, scrum team member) gets role-specific security training, an introduction to Secure Scrum as a methodology as well as an introduction to the supporting systems. Project teams are supported by Secure Scrum running coaches to support the transition to Secure Scrum.

Maturity Level 3: Establish mandatory Secure Scrum training for all roles. Establish a role-based Secure Scrum exam or a role-based Secure Scrum certification.

Figure 6 shows the security practices for the business function Construction. They are:

- **Threat Assessment**: Identification of threats and risk assessment.
- **Security Requirements**: Specification of security requirements.
- **Secure Architecture**: Activities to achieve a secure software design.

All three security practices need to include Secure Scrum related activities.

Security practice Threat Assessment includes Secure Scrum activities at the following maturity levels:

- Maturity Level 1: Establish a knowledge base of application-specific typical attacks for use in the identification component of Secure Scrum.
- Maturity Level 2: Adopt a system for rating relevant attacks per application. Such a system could for example be based on the OWASP Risk Rating [21]. Establish a knowledge base of misuse-cases that are typical for the developed applications.
- Maturity Level 3: Include external experts in risk assessment, see Section III-D for details.

Security practice Security Requirements includes Secure Scrum activities at the following maturity levels:

- Maturity Level 1: Establish mandatory use of the identification component of Secure Scrum. Use knowledge base in identification of relevant attacks. Connect affected user stories with knowledge base articles.
- Maturity Level 2: Establish a risk-based approach for the identification component.
- Maturity Level 3: Audit S-Mark usage explicitly during software development. Audit use of spin-off verification tasks. Ensure no spin-off verification tasks exist at the end of software development.

Security practice Secure Architecture includes Secure Scrum activities at the following maturity levels:

- Maturity Level 1: Maintain a list of security design principles in a knowledge base and make sure that S-Marks for each product are connected to them.
- Maturity Level 2: Maintain a list of security design patterns [29] and make sure that S-Marks are connected to them.
- Maturity Level 3: Maintain a list of reference architectures and make sure that S-Marks connect to them. Use audits to ensure that secure frameworks, patterns, and platforms are used. Establish regular audits by external security experts.

Figure 7 shows the security practices for the business function Verification. They are:

- **Design Review**: Inspection of the design regarding the use of adequate security mechanisms.
- **Code Review**: Inspection of code to find potential vulnerabilities.
- **Security Testing**: Testing of software increments produced during software development for vulnerabilities.

All three security practices need to include Secure Scrum related activities.

Security practice Design Review includes Secure Scrum activities at the following maturity levels:

- Maturity Level 1: Establish mandatory use of S-Marks at the start of a project to tag security relevant user stories.
- Maturity Level 2: Establish audit of all S-Marks by external security experts.
- Maturity Level 3: Establish periodic audits (e.g., every 6th Scrum sprint) by all roles of Scrum as well as by external security experts to review the user stories and assign S-Marks.

Security practice Code Review includes Secure Scrum activities at the following maturity levels:

- Maturity Level 1: Establish mandatory use of S-Marks at the start of a project to tag security relevant user stories.
- Maturity Level 2: Establish audit of all S-Marks by external security experts.
- Maturity Level 3: Establish periodic audits (e.g., every 6th Scrum sprint) by all roles of Scrum as well as by external security experts to review the user stories and assign S-Marks.

Security practice Code Review includes Secure Scrum activities at the following maturity levels:
Maturity Level 1: Establish spin-off verification gates: At certain points during the software development make sure, that spin-off verification task in backlogs are cared for.

Maturity Level 2: Offer support of security experts to verify verification artifacts.

Maturity Level 3: Use experts to verify all verification artifacts (e.g., running coaches, see Section III-D, or external penetration testers).

Figure 8 shows the security practices for the business function Deployment. They are:

- **Vulnerability Management**: Establish processes to handle vulnerability reports.
- **Environment Hardening**: Increase security level of systems that run software provided by the organization.
- **Operational Enablement**: Provide security information to administrators that use the organizations software. This information includes secure configuration, secure deployment, and security operation.

None of these security practices is relevant to Secure Scrum. However, the three security practices of the business function Deployment are very important for software security in general, hence should hold activities appropriate for the implementing organization.

The OpenSAMM Guide [27] offers several roadmap templates, giving a schedule for security practice level changes. In most cases, the roadmap template “Independent Software Vendor” is a good fit.

### V. Evaluation

The evaluation presented in this paper focuses on the following questions:

- Is Secure scrum a practicable approach to develop secure software?
- Is Secure Scrum easy to understand? Does Secure Scrum raise the complexity for applying Scrum?
- Does Secure Scrum increase the security level of the developed software?

For a test setting, 16 developers were asked to develop a small piece of software. The developers were third year students in a computer sciences and business informatics (BSc) study program. They were not aware that they are part of this evaluation. The students showed programming skills that were on the usual level of a third year bachelor student. No participant attended a specialized course in IT Security before beside the compulsory lecture in IT Security (basic level) in the second year of the bachelor. When asked about their practical experience in IT security, all students said that they have no practical experience. Hence, it is expected that none of the students has IT security as a hobby and all students are on the same level concerning IT security knowledge and experience. All developers had average theoretical knowledge about Scrum. Only two students had practical experiences (less than 2 months) with Scrum.

The developers were divided into three groups:

1. Team 1 (T1): The Anarchist group: They could manage themselves as they like, except using Scrum.
2. Team 2 (T2): The Scrum group: They should use standard Scrum.
3. Team 3 (T3): The Secure Scrum group: They should use Secure Scrum.

To avoid influences on the evaluation, teams 1 and 2 thought that team 3 also uses standard Scrum. All groups got a list of six basic requirements for a new software product. They were asked to develop a prototype for a social network with the following features:

- registration,
- login and logout,
- personal messages,
- wall messages,
- bans, and
- friend lists.

Each group had only one week to develop a prototype of this application using Java and a preconfigured spring framework template (based on BREW (Breakable Web Application) [30]). Each group was asked to implement as many requirements as possible. However, it was known that it is impossible to implement all requirements for the final version of the application considering the harsh time constraints. This setting of the evaluation assures a high time pressure (as in real projects), hence allows to observe the prioritization of security-related tasks. Developers were also told that they need to “sell” their prototype on the last day of the experiment in front of a jury. In fact they should learn how to present their prototype and act like a team that wants to have a contract for further development. This should ensure that every team needs to define for itself the selling points of their prototype, putting a high pressure on feature richness. Again, this setting helps to evaluate the prioritization of security-related task. Team 3 has a short Secure Scrum briefing of about one hour. Every team is advised to produce a proper documentation. This includes all produced artifacts, the sources, and a short description of their development process.

Table 1 summarizes some basic findings of the experiment.

All three teams had a rough definition of the six basic requirements, which should be implemented. They were told that whenever the requirements list should be enhanced to deal with the 6 requirements given by the customer, they are free to define new requirements. Team 1 did not define any new requirements. Team 2 defined one new requirement to enhance
performance. Team 3 defined 8 new requirements that had a focus on IT Security. These requirements are an excerpt of the descriptions for the S-Tag. Overall, they defined 29 new stories focused on IT Security. This shows that even with beginner skills in computer sciences and only basic skills in IT Security, it is possible to define a high amount (compared to the original requirements) of security related requirements. It also shows that it is possible to describe the most problematic vulnerabilities or problems with the help of risk identification.

Metrics 4 – 7 of Table I are used to evaluate if the teams documented all requirements and how many of the requirements were implemented. The evaluation shows that the teams did not take care of any further requirements when not specified by the customer. This sounds trivial, but it also shows that the developer did not take care of IT Security when not specified. The Secure Scrum team (team 3) is the only team that did not implement all given basic requirements. Instead, they obviously prioritized some of the security requirements over the basic requirements as some of the additional requirements that were added by the team were implemented. This finding shows that Secure Scrum succeeds in putting focus on software security.

Metric 8 shows the number of security problems that were created by the developers. The number of security problem is calculated as follows:

Let $sl$ be a vulnerability listed in the OWASP Top 10 list $OTT$ ($sl \in OTT$). The OWASP Top 10 project [31] lists the most common security vulnerabilities for web applications:

- Injection,
- Broken Authentication and Session Management,
- Cross-Site Scripting (XSS),
- Insecure Direct Object References,
- Security Misconfiguration,
- Sensitive Data Exposure,
- Missing Function Level Access Control,
- Cross-Site Request Forgery,
- Using Components with Known Vulnerabilities, and
- Unvalidated Redirects and Forwards.

Let $OS$ be the complete source code of the developed software and $SC$ the part of the software written by the students ($SC \subset OS$). Let $cf$ be a Java function. Let $cpf(sl)$ be a function that counts the amount of $sl$ for one $cf$. By definition, $cpf(sl)$ increments a vulnerability counter by one whenever the current function is the source $ms$ function for a vulnerability. A function $cf$ is considered as a source $ms$ whenever $cf \in SC$ and when the function is the reason for the vulnerability or it calls a function $cf_1$ where $cf_1 \notin SC$ and $cf_2$ is the reason for the vulnerability. The amount of vulnerabilities $sp$ is the sum of all $cpf(cf)$. Such a definition of the number of security problems only counts code that is responsible for vulnerabilities of a software system. It also takes into consideration the use of vulnerable code. For example, when a developer creates an SQL statement with a potential SQL Injection vulnerability, the function holding the database call with this statement is regarded as the reason of the vulnerability.

The results of the evaluation shows that team 1 and team 2 had a high amount of vulnerabilities in their software (team 1: 18, team 2: 12). Both teams built software exploitable by SQL Injection, XSS, CSRF, and had a vulnerable session management. Team 3 had significantly less vulnerabilities. It should be noted that every team has the same level of security knowledge. The benefit of team 3 is, that their usage of Secure Scrum raised the awareness for security issues. Hence, the evaluation shows that the use of Secure Scrum increase the security level of the developed software.

The first metric (Lines of Code (LOC)) of Table I shows the amount of code, which was generated during the week. There are significant differences between the three teams. The teams that identified additional requirements (performance (team 2) and security (team 3)) were not as productive as the other teams. The difference between team 2 and team 3 shows that Secure Scrum raises the complexity of applying Scrum. This shows the overhead that comes with a broadened focus on software quality, especially on non-functional requirements. However, it should be noted that it is expected that the overhead of Secure Scrum decreases over time as team members get used to it and as a knowhow transfer over project takes place, e.g., in the form of knowledge base entries on security issues (see Section III-A) or security checklists from previous projects (see Section III-A).

Secure Scrum is considered to be easy to use and practicable, if even students with a weak background in IT security are able to identify security relevant parts of the software. To evaluate ease of use and practicality of Secure Scrum, the documentation of the Scrum teams was evaluated. The documentation consists of the Backlogs and a timetable. There, it can be seen if the Secure Scrum team did identify security relevant parts of the software.

Table II summarizes the results of this evaluation for team 2 (Scrum) and team 3 (Secure Scrum) to compare standard Scrum to Secure Scrum.

Numbers in braces give the total amount of user stories. The numbers not in braces (aggregated number) show the

<table>
<thead>
<tr>
<th>#</th>
<th>Metric</th>
<th>Team 2</th>
<th>Team 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Number of requirements</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>Number of user stories</td>
<td>7 (13)</td>
<td>14 (62)</td>
</tr>
<tr>
<td>3</td>
<td>Number of tasks</td>
<td>18</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>Number of user stories with S-Mark</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Number of tasks with S-Mark</td>
<td>8 (35)</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE I. Results of the evaluation of the efficiency and effectiveness of Secure Scrum**

<table>
<thead>
<tr>
<th>#</th>
<th>Metric</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Lines of code</td>
<td>1149</td>
<td>758</td>
<td>458</td>
</tr>
<tr>
<td>2</td>
<td>Number of basic requirements</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>Number of additional requirements defined</td>
<td>0</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>Number of basic requirements documented</td>
<td>0</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>Number of basic requirements implemented</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>Number of requirements documented</td>
<td>0</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td>7</td>
<td>Number of requirements implemented</td>
<td>6</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>8</td>
<td>Number of vulnerabilities $sp$</td>
<td>18</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>Group size</td>
<td>6</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>
amount of user stories when grouped together. This means a group of user story is a “bigger” user story, which reflects a requirement. Team 2 broke down every user story to a different task. Team 3 broke down tasks for only the stories that they also implemented. This is why they defined more user stories than tasks. Team 3 found for every user story some security concerns, this is why they tagged all user stories. Metric 5 shows that all tasks also had S-Marks, overall they had 8 different groups in the tasks. Team 3 decided to create the links by grouping, they simply used red cards for the descriptions to show security problems (S-Mark). This also shows that the proposed tools are simple enough to adapt them very fast in a Scrum process.

In conclusion, the evaluation shows that Secure Scrum is able to improve the security level of the developed software. Secure Scrum is easy to understand, can be used in practice, and is even suitable for teams that have no deepened security knowledge. The evaluation also shows that it is possible to have a proper documentation through all stages of the experiment. The tools of Secure Scrum harmoniously blend into the standard Scrum toolset without the need of much overhead for training.

VI. CONCLUSION

This paper presents Secure Scrum, an extension of the software development framework Scrum. Secure Scrum enriches Scrum with features focusing on building secure software. One of the main contributions of Secure Scrum are S-Tags, a way to annotate Backlog items with security related information. Such annotations help software developers to keep security in mind during software development. The paper also presents how OpenSAMM can be used to implement Secure Scrum in an organization. The maturity level approach of OpenSAMM helps to implement Secure Scrum step by step, hence does not overburden organizations. Secure Scrum was evaluated in a small software development project. The evaluation shows that Secure Scrum can be used in practice, is easy to use and understand, and improves the level of software security.
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Abstract—Cloud Computing did come up with so many attractive advantages such as scalability, flexibility, accessibility, rapid application deployment, user self-service and mainly cost effectiveness. However, security issues and lack of governance let users hesitating before deciding. In the other side, with the advent of many means of payment, other than coins and banknotes, the security is also the big issue. Many tools has been developed to help Card Industry stakeholder to develop their products with minimal concern, like Payment Card Industry Data Security Standard. In fact, the Payment Card Industry Data Security Standard is a standard that aims to harmonize and strengthen the protection of Card Data in the whole lifecycle. Since its introduction, it has always been an efficient tool for controlling Card data on a platform deployed internally. In addition, it has been proved that this standard is among the best one for gauging data security, because it dictates a series of scrupulous controls and how they could be implemented. However, with the coming of the Cloud, the strategies have changed and the issues in protecting Card data become more complex. In this paper, we work on developing a checklist that will be a reference for the Cloud tenant to control the security of Card data and information on the Cloud Computing. Also, we will evaluate our result by applying our checklist on a real Cloud environment. In next steps, we will focus on evaluating Risk Management of deployed Card Transaction Platform on a Public Cloud and all the strategies to reduce impacts of all potential risks.

Keywords: Cloud Computing; PCI-DSS; Card Industry; PCI- SSC; Cloud Computing Alliance (CSA); Cloud Controls Matrix (CCM), Checklist.

I. INTRODUCTION

As the competition puts pressure on companies to increase productivity and decrease capital investments, solutions like distributed computing, that offer scalable systems with low fees, are attractive options for management to take in consideration. However, when you are responsible for the security of the access and the network, the idea of migrating everything to an environment that is not controlled and even owned, probably makes the decision more difficult.

Therefore, many banks and card transactions companies, which are attracted to outsourcing card solution outside their premises, encounter several obstacles, mainly related to security and data governance. The client has the responsibility to know where its data are and where it is going. This concept is the basis to data security, developed in [1], and plays a significant role in achieving and maintaining compliance with security norms, mainly the PCI-DSS [2].

Unfortunately, most of the requirements focus on the merchant’s ability to implement network access controls, data control, and insuring that the applications installed respect the security norms by periodically test their effectiveness. In addition, it may be difficult to do it and insufficient in a Cloud platform, where the infrastructure is outsourced [3].

In this paper, we will expose our complete work by developing our methodology to get an exhaustive tool for auditing that will be an efficient tool for banks and Card companies to control if the Cloud platform is ready to receive Card solutions or not. Also, we illustrate our work by a real use case. We based our contribution on two mains frameworks: Cloud Controls Matrix (CCM) [4] developed by Cloud Computing Alliance (CSA) and PCI-DSS.

In the next section, we illustrate some basic aspects of the Cloud Computing and the Card Payment Industry. In Section III, we explain the main advantages of the CCM [4] and its domains. Section IV explains the choices of domains on what we focus on. Section V details the matrix developed and the correspondent checklist for client that allow them to verify the effectiveness of the platform outsourced (we give an extract of the checklist in Table IV). Section V brings a critical view to PCI-DSS standard insufficiency in Cloud computing. A use case is illustrated in Section VII. And finally, we draw a conclusion in Section VIII.

II. BACKGROUND

As mentioned before, in this section we explain the basics aspects; Cloud Computing. The Payment Industry, the CSA and the PCI-DSS.

A. Cloud Computing: the new opportunity

Cloud Computing means outsourcing your data and its processing on remote servers, which eliminates the need to store these on premises. The interest is to access that data from any Internet-connected computer and synchronization across multiple devices.
The benefits are many; including a gain of space, resources, time and money. The user can freely access documents without worrying about the machine he uses. Cloud computing is, essentially, an economic commercial offer subscription to external services.

However, to adopt the Cloud, the customer should manage security issues, including legal and contractual aspects. Indeed, the advent of cloud computing brings new solutions to significant improvement in security. The data are stored in the cloud and should be always accessible no matter what happens to all access devices (laptop, Tablet, Smartphone, etc.).

B. Payment Card Industry: The evolution

Electronic payment means all electronic flows of information and treatment needed to manage credit cards and associated transactions. Electronic money transfers have been conducted by banks since the 1960's and bank customers have been able to draw cash from ATM's since the 1970's (NCR, Diebold, Wincor, etc.).

Historically, the first credit Cards, were existed before 1970, and were equipped with only "Embossing" (i.e., customer data printed in relief on the physical media). Information is the number of the card (backed by a bank account), the name and surname of the owner, date of expiry, etc.

In the mid-90s, electronic banking has evolved to include a new fully electronic channel and e-Commerce, which is buying and selling of products or services via the web, Internet or other computer networks while M-Commerce (or mobile commerce) is the buying of products or services via a device like Smartphone, PDA, etc.

In Figure 1, we illustrate the relation between the stakeholders in Card Payment.

1) The stakeholders involved with payment card transactions:

- **Card holder**: a person holding a payment card (the consumer in B2C).
- **Merchant**: the business organization selling the goods and services (The merchant sets up a contract known as a merchant account with an acquirer).
- **Service provider**: this could be the merchant itself (Merchant service provider (MSP)) or an independent sales organization providing some or all of the payment services for the merchant.
- **Acquirer or acquiring bank**: this connects to a card brand network for payment processing and also has a contract for payment services with a merchant.
- **Issuing bank**: this entity issues the payment cards to the payment card holders.
- **Card brand**: this is a payment system (called association network) with its own processors and acquirers (such as Visa, MasterCard or CMI card in Morocco).

In Figure 1, we illustrate the relation between the stakeholders in Card Payment.

2) Payment cards flowchart:

Basically payment cards work using two components (Figure 2). The first one, the 'transaction authorization', is where a message containing the transaction details is sent to the card issuer requesting authorization for the payment. The card issuer then authorizes the payment. This guarantees payment to the merchant.

The second component known as 'clearing' is where the merchant submits the authorized transaction for payment (automatically or manually; daily or periodically) to Service Provider. The transaction then appears in the card holder's statement.

However, in e-commerce/m-commerce, the payment methods are slightly different.

3) The e-commerce/m-commerce system model

Generally, most e-commerce/m-commerce systems can be designed as a three tier model. The three component parts are the client side, the service system and the back end
system. These two last components are commonly known as ‘Server Side’.

The client side connects users to the Server Side, which deals the users’ requests. From a business perspective the client side provides the customer interface, the service system provides the business logic and the back-end provides the required data to complete a transaction to its fate.

E-commerce/m-commerce system vulnerabilities

The transaction process highlights the requirement for communication between the users, merchant, card issuer and merchant, and the service provider. These communications must be protected to ensure confidentiality and integrity of the transaction details. This will prevent spoofing and data manipulation of the transaction details.

By understanding the e-commerce/m-commerce system architecture it becomes apparent that the payment card data will be vulnerable if someone has obtained the payment card information details or can access the component parts of the server side system. Additionally, the communications between the component parts of the server side must be protected to ensure confidentiality and integrity of the transaction details.

C. The CSA: Cloud Security Alliance

The Cloud Security Alliance is a not-for-profit organization with a mission to promote the use of best practices for providing security assurance within Cloud Computing, and to provide education on the uses of Cloud Computing to help secure all other forms of computing. It is led by a broad coalition of industry practitioners, corporations, associations and other key stakeholders.

The Cloud Security Alliance has designed many tools to manage control and governance on Cloud. Its main tool is Cloud Controls Matrix (CCM), which aims to provide fundamental security principles to guide cloud vendors and to assist prospective cloud customers in assessing the overall security risk of a cloud provider.

Cloud Control Matrix: a reliable tool to assess security risk of Cloud environment

The Cloud Security Alliance’s Cloud Controls Matrix is a rich source of cloud security best practices designed as a framework to provide fundamental security principles to cloud vendors and cloud customers. It provides a controls framework that gives detailed understanding of security concepts and principles that are aligned to the Cloud Security Alliance guidance in 16 domains (latest version 3.0.1):

1. Application & Interface Security
2. Audit Assurance & Compliance
3. Business Continuity Management & Operational Resilience
4. Change Control & Configuration Management
5. Data Security & Information Lifecycle Management
6. Datacenter Security
7. Encryption & Key Management
8. Governance and Risk Management
9. Human Resources
10. Identity & Access Management
11. Infrastructure & Virtualization Security
12. Interoperability & Portability
13. Mobile Security
14. Security Incident Management, E-Discovery & Cloud Forensics
15. Supply Chain Management, Transparency and Accountability
16. Threat and Vulnerability Management

The CCM serves as the basis for new industry standards and certifications. It is the first ever baseline control framework specifically designed for managing risk in the Cloud Supply Chain:

- Addressing the inter- and intra-organizational challenges of persistent information security by clearly delineating control ownership.
- Providing an anchor point and common language for balanced measurement of security and compliance postures.
- Providing the holistic adherence to the vast and ever evolving landscape of global data privacy regulations and security standards.

The foundations of the Cloud Security Alliance Controls Matrix rest on its customized relationship to other industry-accepted security standards, regulations, and controls frameworks such as the ISO 27001/27002, ISACA COBIT, PCI, NIST, Jericho Forum and NERC CIP and will provide internal control direction for service organization control reports attestations provided by cloud providers. As a framework, the CSA CCM provides organizations with the needed structure, detail and clarity relating to information security tailored to the cloud industry. The CSA CCM strengthens existing information security control environments by emphasizing business information security control requirements, reduces and identifies consistent security threats and vulnerabilities in the cloud, provides standardized security and operational risk management, and seeks to normalize security expectations, cloud taxonomy and terminology, and security measures implemented in the cloud.

PCI DSS [6] is an industry wide set of requirements that affects any company or organization that accepts, processes, transmits or stores card details or any sensitive data linked to the payment card. It aims to encourage merchants and service providers to protect payment card data. This ultimately leads to the reduction of fraud losses for banks, merchants and card brands.

ISO 27001/27002 [7] are the best practice recommendations on information security management, risks and controls within the context of an overall information security management system (ISMS), published jointly by the International Organization for Standardization (ISO) and the International Electro-technical Commission (IEC). While ISO27017 and ISO27018 are respectively for Information security management for cloud systems and Data protection for cloud systems as draft now, the main framework still now ISO 27001/27002.

ISO 27001 is an internationally accepted standard framework for an information security management system that includes control requirements in 11 domains. Those that
do implement ISO 27001 may further choose to have their compliance independently audited to obtain ISO 27001 certification.

**ISACA COBIT [8]:** is a framework created by ISACA for information technology (IT) management and IT governance. It is a supporting toolset that allows managers to bridge the gap between control requirements, technical issues and business risks. It aims to research, develop, publish and promote an authoritative, up-to-date, international set of generally accepted information technology control objectives for day-to-day use by business managers, IT professionals and assurance professionals. The benefits that frameworks such as COBIT offer is that they produce a summary assessment of the business risks and achieved business value of an application, and they can help practitioners evaluate (often to a highly granular degree) many security or value issues.

**NIST [9]:** The National Institute of Standards and Technology (NIST) has been designated by the Federal Chief Information Officer (CIO) to accelerate the federal government’s secure adoption of cloud computing by leading efforts to identify existing standards and guidelines.

**BITS [10]:** stands for “Banking Industry Technology Secretariat, however a BITS Shared Assessment provides an assessment of an organization’s implementation of its controls using a standardized questionnaire, which is based on the ISO 27002 standard, with additional input from Shared Assessments Program members. The approach is more rigidly defined (e.g., answers are Yes, No, or N/A, making the completed SIG easy to read by machine. The original idea was that service providers could complete the SIG just once, and then provide the completed SIG to multiple clients.

In short, the BITS Shared Assessment cost is a little more and is a little less flexible – but it provides a higher level of interim attestation in return.

**GAPP (Generally Accepted Privacy Principles) [11]:** are privacy principles and criteria developed and updated by the AICPA and Canadian Institute of Chartered Accountants to assist organizations in the design and implementation of sound privacy practices and policies.

**HIPAA/HITECH (Health Insurance Portability and Accountability Act) [12]:** The HIPAA Privacy Rule provides federal protections for individually identifiable health information held by covered entities and their business associates and gives patients an array of rights with respect to that information. At the same time, the Privacy Rule is balanced so that it permits the disclosure of health information needed for patient care and other important purposes.

The Security Rule specifies a series of administrative, physical, and technical safeguards for covered entities and their business associates to use to assure the confidentiality, integrity, and availability of electronic protected health information. The Health Information Technology for Economic and Clinical Health (HITECH) Act, enacted as part of the American Recovery and Reinvestment Act of 2009, was signed into law on February 17, 2009, to promote the adoption and meaningful use of health information technology. Subtitle D of the HITECH Act addresses the privacy and security concerns associated with the electronic transmission of health information, in part, through several provisions that strengthen the civil and criminal enforcement of the HIPAA rules.

**Jericho Forum [13]:** is an international group of organizations working together to define and promote the solutions surrounding the issue of de-perimeterisation. It was officially founded at the offices of the Open Group in Reading, UK, on Friday 16 January 2004. It had existed as a loose affiliation of interested corporate CISOs (Chief Information Security Officers) discussing the topic since the summer of 2003.

**NERC CIP (North American Electric Reliability Corporation- Critical infrastructure protection) [14]:** is a concept that relates to the preparedness and response to serious incidents that involve the critical infrastructure of a region or nation.

In our work, we focus firstly on PCI DSS framework to provide a questionnaire to control card data on the cloud and give a critical review to improve the framework and add more requirements for Cloud Computing. Afterward, we extend the work to the other frameworks in order to have a complete checklist a standard for Cloud Computing adopters.

### D. The PCI DSS

The PCI DSS was created jointly in 2004 by four major credit-card companies: Visa, MasterCard, Discover and American Express.

The PCI Security Standards Council is an open global forum, launched in 2006, that is responsible for the development, management, education, and awareness of the PCI Security Standards, including the Data Security Standard (PCI DSS), Payment Application Data Security Standard (PA-DSS), and PIN Transaction Security (PTS) requirements.

The Council’s five founding global payment brands - American Express, Discover Financial Services, JCB International, MasterCard Worldwide, and Visa Inc - have agreed to incorporate the PCI DSS as the technical requirements of each of their data security compliance programs. Each founding member also recognizes the QSAs (Qualified Security Assessors) PA-QSAs (Payment application Qualified Security Assessors) and ASVs (Approved Scanning Vendor) certified by the PCI Security Standards Council.

1) **What are the PCI DSS requirements?**

PCI DSS is a set of requirements for protecting cardholder data and may be enhanced by additional controls and practices to further mitigate risks.

The PCI DSS specifies and elaborates on six major objectives and twelve requirements (Table I).

These requirements are intended to reduce the risk of transactions and promote a holistic approach to the security of the Card Data Environment (CDE). It is important for companies to understand the scope of PCI DSS and how to implement the controls to meet the requirements.
2) **PCI DSS compliance in Cloud environments:**

PCI DSS, as stated earlier in this section, applies to any company or organization that accepts, processes, transmits or stores payment card details or any sensitive data associated with a payment card. Merchants and service providers must comply with all the requirements regardless of their size and how many transactions they process.

On February 2013 PCI DSS Cloud Computing Guidelines state, The responsibilities delineated between the client and the Cloud Service Provider (CSP) for managing PCI DSS controls are influenced by a number of variables, including but not limited to:

- The purpose for which the client is using the cloud service
- The scope of PCI DSS requirements that the client is outsourcing to the CSP
- The services and system components that the CSP has validated within its own operations
- The service option that the client has selected to engage the CSP (IaaS, PaaS or SaaS)
- The scope of any additional services the CSP is providing to proactively manage the client’s compliance (for example, additional managed security services)

Hereafter, we show, in Table II, an example of how the responsibilities are sharing following the Cloud Layers.

<table>
<thead>
<tr>
<th>TABLE I. THE PCI-DSS REQUIREMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Activities</strong></td>
</tr>
<tr>
<td>Build and Maintain a Secure Network and Systems</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Protect cardholder data.</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Maintain a vulnerability management program.</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Implement strong access control measures.</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Regularly monitor and test networks.</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Maintain an Information security policy.</td>
</tr>
</tbody>
</table>

| TABLE II. RESPONSIBILITIES SHARING ON CLOUD LAYERS |
|---------------------|---------------------|---------------------|
| **Cloud Layer**     | **Service Models**   |                     |
| Data                | IaaS                | PaaS                | SaaS                |
| Interface (APIs, GUIs) |                    |                     |                     |
| Application         |                      |                     |                     |
| Solution Stack (Programming languages) | | | |
| Operating Systems (OS) |                  |                     |                     |
| Hypervisors         |                      |                     |                     |
| Processing and memory |                   |                     |                     |
| Data Storage (hard drives, removable disks, backups, etc) | | | |
| Network (Interfaces and devices, communications) | | | |
| Physical facilities / data centers | | | |

Also, we show, in Table III, how the responsibilities are sharing following PCI DSS Requirements.

| TABLE III. RESPONSIBILITIES SHARING ON PCI DSS REQUIREMENT |
|---------------------|---------------------|---------------------|
| **PCI DSS Requirement** | **Service Models**   |                     |
| 1. Install and maintain a firewall configuration to protect cardholder data | Both                | Both                | CSP                |
| 2. Do not use vendor supplied defaults for system passwords and other security parameters. | Both                | Both                | CSP                |
| 3. Protect stored cardholder data | Both                | Both                | CSP                |
| 4. Encrypt transmission of cardholder data across open, public networks | Client             | Both                | CSP                |
| 5. Protect all systems against malware and regularly update anti-virus software or programs | Client             | Both                | CSP                |
| 6. Develop and maintain secure systems and applications | Both                | Both                | Both               |
| 7. Restrict access to cardholder data by business need to know | Both                | Both                | Both               |
| 8. Identify and authenticate access to system components | Both                | Both                | Both               |
III. THE CCM AND THE PCI-DSS: THE STATE OF THE ART

The Cloud Security Alliance’s CCM is a rich source of cloud security best practices designed as a framework to provide fundamental security principles to cloud vendors and cloud customers. It provides a controls framework that gives detailed understanding of security concepts and principles that are aligned to the Cloud Security Alliance guidance in 16 domains (latest version 3.0.1) [6]. This tool provides the holistic adherence to the vast and ever evolving landscape of global data privacy regulations and security standards.

The CCM serves as the basis for new industry standards and certifications. It is the first ever baseline control framework specifically designed for managing risk in the Cloud Supply Chain:

- Addressing the inter- and intra-organizational challenges of persistent information security by clearly delineating control ownership.
- Providing an anchor point and common language for balanced measurement of security and compliance postures.

The PCI-DSS is a broadly accepted set of policies and procedures intended to optimize the security of credit, debit and cash card transactions and protect cardholders against misuse of their personal information. Therefore, it is not possible for a client to leverage the benefits of cloud systems without jeopardizing security, and mainly Card Data.

In our work, we focus on creating for each topic on CCM list a matching PCI-DSS requirement in order to get a series of checklists on what the client could depend on to verify the trustworthiness of the Cloud before deciding to outsource.

IV. THE DOMAINS OF APPLICATION

In our work, we focused on 4 main areas (domains) because they represent a basis for any tenant to check and control Cloud before deciding to outsource or not. Figure 3 shows the four domains, which are Network and Transport security, Data Security, Application and Interface security, and Business Continuity management.

![Figure 3. The domains developed in the checklist](image-url)

- **Network and Transport security**: These controls allow verifying the security of the Card Data on network while it is transmitted. It is essential for the tenant to check this aspect scrupulously before deploying on the Cloud.
• **Data Security**: These controls allow verifying the security of the Card data and preventing it from any leakage.

• **Application and Interface Security**: These controls aim to ensure that any Application and Programming Interface (APIs) is designed, developed, deployed and tested respecting the PCI-DSS norms in order to avoid any leakage.

• **Business Continuity Management**: These controls aim at insuring the business continuity of the activities in any issue or disaster. The client should be sure that the activity could continue without any deterioration.

In the next section, we describe the checklist developed with an exhaustive questionnaire as a tool for any Cloud specialist to verify the compliance of a cloud and its readiness to outsource or not.

V. THE CHECKLIST MATRIX

Our work, as described above, is developing a checklist based on 4 domains and 32 controls. Each control addresses a part of securing Transaction payment on the Cloud. In the first part, we describe each control and in the second one, we present a small extract of the Cloud Checklist. For the full and exhaustive Checklist, as the document size is limited, we suggest to refer to the authors.

A. Network Security

1) **Network Security (Infrastructure & Virtualization Security)**

   In this control, the auditor must ensure that:
   - The Network environments and virtual instances are designed and are configured to restrict and monitor traffic between trusted and untrusted connections.
   - The configurations of the Network are reviewed at least annually, and are supported by a documented justification for use for all allowed services, protocols, and ports, and compensating controls.

2) **Network Architecture (Infrastructure & Virtualization Security)**

   In this control, the auditor must ensure that:
   - The network architecture diagrams have clearly identified high-risk environments and data flows that may have legal compliance impacts.
   - The technical measures are implemented and apply defense-in-depth techniques for detection and timely response to network-based attacks associated with anomalous ingress or egress traffic patterns (e.g., MAC spoofing and ARP poisoning attacks) and/or distributed denial-of-service (DDoS) attacks.

3) **VM Security - vMotion Data Protection (Infrastructure & Virtualization Security)**

   In this control, the auditor must ensure that:
   - The secured and encrypted communication channels are used when migrating physical servers, applications, or data to virtualized servers

   - There is a network segregation from production-level networks for such migrations.

4) **Wireless Security (Infrastructure & Virtualization Security)**

   In this control, the auditor must ensure, in order to protect wireless network environments, that:
   - There are policies and procedures that restrict the use of the this technology,
   - The supporting business processes and technical measures are implemented.

5) **Standardized Network Protocols (Interoperability & Portability)**

   In this control, the auditor must ensure that:
   - The provider uses secure standardized network protocols for the import and export of data and to manage the service,
   - The provider makes available a document to consumers (tenants) detailing the relevant interoperability and portability standards that are involved.

6) **Audit Logging / Intrusion Detection (Infrastructure & Virtualization Security)**

   In this control, the auditor must ensure that:
   - The provider is adhering to applicable legal, statutory or regulatory compliance obligations
   - The provider is providing unique user access accountability to detect potentially suspicious network behaviors and/or file integrity anomalies, and to support forensic investigative capabilities in the event of a security breach.

7) **Encryption (Encryption & Key Management)**

   In this control, the auditor must ensure, for the use of encryption protocols for protection of sensitive data in storage and data in transmission, that:
   - The Policies and procedures are established,
   - The supporting business processes and technical measures are implemented, as per applicable legal, statutory, and regulatory compliance obligations.

8) **Antivirus / Malicious Software (Threat and Vulnerability Management)**

   In this control, the auditor must ensure, in order to prevent the execution of malware on organizationally-owned or managed user end-point devices and IT infrastructure network and systems components, that:
   - The policies and procedures are established.
   - The supporting business processes and technical measures are implemented.

9) **Configuration Ports Access (Identity & Access Management)**

   In this control, the auditor must ensure that the user access to diagnostic and configuration ports is restricted to authorized individuals and applications.
10) **Independent Audits (Audit Assurance & Compliance)**

In this control, the auditor must ensure that independent reviews and assessments are performed at least annually to ensure that the organization addresses nonconformities of established policies, standards, procedures and compliance obligations.

11) **User Access Policy (Identity & Access Management)**

In this control, the auditor must ensure, in order for ensuring appropriate identity, entitlement, and access management for internal corporate and customer (tenant) users with access to data and organizationally-owned or managed (physical and virtual) application interfaces and infrastructure network and systems components, that:

- The user access policies and procedures are established,
- The supporting business processes and technical measures are implemented.

12) **Segmentation (Infrastructure & Virtualization Security)**

In this control, the auditor must ensure that the Multi-tenant organizationally-owned or managed (physical and virtual) applications, and infrastructure system and network components, are designed, developed, deployed and configured such that provider and customer (tenant) user access is appropriately segmented from other tenant users.

**B. Data Security & Information Lifecycle Management**

1) **Data Inventory / Flows**

In this control, the auditor must ensure that the policies and procedures are established to inventory, document, and maintain data flows for data that is resident (permanently or temporarily) within the service’s applications and infrastructure network and systems (in particular, providers shall ensure that data that is subject to geographic residency requirements not be migrated beyond its defined bounds).

2) **Classification**

In this control, the auditor must ensure that data and objects containing data are assigned a classification by the data owner based on data type, value, sensitivity, and criticality to the organization.

3) **eCommerce Transactions**

In this control, the auditor must ensure that the data related to electronic commerce (e-commerce) that crosses public networks is appropriately classified, and protected from fraudulent activity, unauthorized disclosure, or modification in such a manner to prevent contract dispute and compromise of data.

4) **Handling / Labeling / Security Policy**

In this control, the auditor must ensure that:

- The policies and procedures are established for labeling, handling, and the security of data and objects that contain data.

- The mechanisms for label inheritance are implemented for objects that act as aggregate containers for data.

5) **Nonproduction Data**

In this control, the auditor must ensure that the production data are not replicated or used in non-production environments.

6) **Ownership / Stewardship**

In this control, the auditor must ensure that all data is designated with stewardship, with assigned responsibilities defined, documented, and communicated.

7) **Secure Disposal**

In this control, the auditor must ensure that any use of customer data in non-production environments requires explicit, documented approval from all customers whose data is affected, and must comply with all legal and regulatory requirements for scrubbing of sensitive data elements.

**C. Application & Interface Security**

1) **Application Security**

In this control, the auditor must ensure that the APIs are designed, developed, deployed and tested in accordance with leading industry standards (e.g., OWASP [19] for web applications) and are adhered to applicable legal, statutory, or regulatory compliance obligations.

2) **Customer Access Requirements**

In this control, the auditor must ensure that prior to granting customer’s access to data, assets, and information systems, all identified security, contractual, and regulatory requirements for customer access are addressed and are remediated.

3) **Data Integrity**

In this control, the auditor must ensure that the data input and output integrity routines (i.e., reconciliation and edit checks) are implemented for application interfaces and databases to prevent manual or systematic processing errors, corruption of data, or misuse.

4) **Data Security / Integrity**

In this control, the auditor must ensure, in order to guarantee protection of confidentiality, integrity, and availability of data exchanged between one or more system interfaces, jurisdictions, or external business relationships to prevent improper disclosure, alteration, or destruction, that:

- The policies and procedures are established,
- The supporting business processes and technical measures are implemented.

**D. Business Continuity Management & Operational Resilience**

1) **Business Continuity Planning**
In this control, the auditor must ensure if all business continuity plans are consistent in addressing priorities for testing, maintenance, and information security requirements, that a consistent unified framework for business continuity planning and plan development is established, documented and adopted.

2) **Business Continuity Testing**
In this control, the auditor must ensure that:
- The business continuity and security incident response plans are subject to testing at planned intervals or upon significant organizational or environmental changes.
- The incident response plans involve impacted customers (tenant) and other business relationships that represent critical intra-supply chain business process dependencies.

3) **Datacenter Utilities / Environmental Conditions (Power / Telecommunications)**
In this control, the auditor must ensure that datacenter utilities services and environmental conditions (e.g., water, power, temperature and humidity controls, telecommunications, and internet connectivity) are secured, monitored, maintained, and tested for continual effectiveness at planned intervals.

4) **Documentation**
In this control, the auditor must ensure that information system documentation (e.g., administrator and user guides, and architecture diagrams) is made available to authorized personnel, in order to:
- Configure, install, and operate the information system,
- Effectively use the system’s security features.

5) **Environmental Risks**
In this control, the auditor must ensure that the physical protection, against damage from natural causes and disasters, is anticipated, designed, and have countermeasures applied.

6) **Equipment Location**
In this control, the auditor must ensure, in order to reduce the risks from environmental threats, hazards, and opportunities for unauthorized access, that the equipment are kept away from locations subject to high probability environmental risks and are supplemented by redundant equipment located at a reasonable distance.

7) **Equipment Maintenance**
In this control, the auditor must ensure, for equipment maintenance ensuring continuity and availability of operations and support personnel, that:
- The policies and procedures are established,
- The supporting business processes and technical measures are implemented.

8) **Policy**
In this control, the auditor must ensure, for appropriate IT governance and service management to ensure appropriate planning, delivery and support of the organization’s IT capabilities supporting business functions, workforce, and/or customers based on industry acceptable standards (i.e., ITIL v4 and COBIT 5), that:
- The policies and procedures are established,
- The supporting business processes and technical measures are implemented.

9) **Retention Policy**
In this control, the auditor must ensure, for defining and adhering to the retention period of any critical asset as per established policies and procedures, as well as applicable legal, statutory, or regulatory compliance obligations, that:
- The policies and procedures are established,
- The supporting business processes and technical measures are implemented.

In Table IV, we illustrate an extract of the developed checklist. For each domain (from the main four described above), and for each sub-domain, we developed the questions that the auditors should verify and also how to verify the condition.

<table>
<thead>
<tr>
<th>PCI-DSS Requirements Correspondent</th>
<th>Question</th>
<th>Expected Testing</th>
<th>In Place</th>
<th>Not In Place</th>
<th>Reserved</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A.1. Network Security</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PCI-DSS v3.0 1.1.2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current network diagram that identifies all connections between the cardholder data environment and other networks, including any wireless networks</td>
<td>Does a current network diagram exist that identifies all connections between the cardholder data environment and other networks, including any wireless networks?</td>
<td>Interview responsible personnel</td>
<td>❑</td>
<td>❑</td>
<td>❑</td>
</tr>
<tr>
<td><strong>PCI-DSS v3.0 1.1.3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current diagram that shows all cardholder data flows across systems and networks</td>
<td>Does the diagram show all cardholder data flows across systems and networks?</td>
<td>Interview personnel</td>
<td>❑</td>
<td>❑</td>
<td>❑</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org
VI. CRITICAL VIEW TO THE STANDARD PCI-DSS ON THE CLOUD

Many controls specifications in the 4 domains treated above are not specified in any requirement in the recent version 3.0 of the PCI-DSS norm. These control specifications are:

- **Network and Infrastructure Services:** this control specification aims verifying that the Business-critical or customer (tenant) impacting (physical and virtual) application and system-system interface (API) designs and configurations, and infrastructure network and systems components, is designed, developed, and deployed in accordance with mutually agreed-upon service and capacity-level expectations, as well as IT governance and service management policies and procedures.

- **Equipment Power Failure:** this control specification aims verifying Information security measures and redundancies are implemented to protect equipment from utility service outages (e.g., power failures and network disruptions).

- **Impact Analysis:** this control specification aims verifying that there is a defined and documented method for determining the impact of any disruption to the organization that must incorporate the following:
  - Identify critical products and services
  - Identify all dependencies, including processes, applications, business partners, and third party service providers
  - Understand threats to critical products and services
  - Determine impacts resulting from planned or unplanned disruptions and how these vary over time
  - Establish the maximum tolerable period for disruption
  - Establish priorities for recovery
  - Establish recovery time objectives for resumption of critical products and services within their maximum tolerable period of disruption
  - Estimate the resources required for resumption.
In the next step, we will evaluate, as a use case, this new framework by applying it on a real Card platform outsourced on the Cloud and we check its vulnerability and resilience. Afterward, we continue our work by focusing on developing recommended requirement for PCI-DSS for these control specification that could be added in the next update version of the norm.

VII. USE CASE

In this section, we describe how we applied the framework on a Card Transaction Platform developed as part of this project. Firstly, we will describe the solution HibaPay, its functionalities and its architecture. Afterward, we will apply the framework checklist and we will describe the result on the platform.

However, the solution HibaPay is deployed in a public Cloud and it is ready for processing.

A. Card Data Processing Solution on Cloud

HibaPay is an electronic Card Transaction Platform that allows banks to convert the opportunities offered by the development of smartphones and increase in revenue by setting up financial services that are simple and powerful.

The design of the platform HibaPay considers integrated manner the interests and constraints of the various stakeholders: the Client, the Merchant and the Bank. It also includes a prospective view of the state of the art either in the world of Mobile Phones or that of Electronic Card payment.

The platform HibaPay allows banks and operators to explore all business development opportunities offered by the financial Solutions in meeting with the specific needs of each market. HibaPay includes modules able to realize synergies between market players of mobile financial services.

In Figure 4, we illustrate the architecture of the solution HibaPay.

The HibaPay main modules are:

**The server Modules:**

- mTrust Security
- Software Security Module
- Transaction Manager
- Credentials Manager
- Applications UI Manager
- Communication Channels Manager
- Mobile Application Manager
- mPurse Accounts Manager

**The application Modules:**

- mBanking
- mPayment
- mTransfer
- mPurse
- mPoS
- Enhanced Card Security

B. Appraisal

Once we deployed the solution, we audit the solution and we illustrate in Table V an extract of the result.

<table>
<thead>
<tr>
<th>Question</th>
<th>PCI-DSS Requirements Correspondent</th>
<th>Expected Testing</th>
<th>In Place</th>
<th>Reserves</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A.1. Network Security</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCI-DSS v3.0 1.1.2 Current network diagram that identifies all connections between the cardholder data environment and other networks, including any wireless networks</td>
<td>Does a current network diagram exists and that it documents all connections to cardholder data, including any wireless networks?</td>
<td>• Examine diagram(s)</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>PCI-DSS v3.0 1.1.3 Current diagram that shows all cardholder data flows across systems and networks</td>
<td>Does the diagram show all cardholder data flows across systems and networks?</td>
<td>• Examine data-flow diagram</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>PCI-DSS v3.0 4.2 Never send end-user messaging</td>
<td>Are end-user messaging</td>
<td>• Observe</td>
<td>√</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4. The Card Processing Solution Architecture
<table>
<thead>
<tr>
<th>PCI-DSS Requirements Correspondent</th>
<th>Question</th>
<th>Expected Testing</th>
<th>In place</th>
<th>Not In Place</th>
<th>Reserve</th>
</tr>
</thead>
</table>
| unprotected PANs by end-user messaging technologies (for example, e-mail, instant messaging, chat, etc.) | technologies used to send cardholder data? (verify that PAN is rendered unreadable or secured with strong cryptography whenever it is sent via end-user messaging technologies) | processes for sending PAN  
• Examine a sample of outbound transmissions as they occur  
• Review written policies |          |             |         |
| Is there a policy stating that unprotected PANs are not to be sent via end-user messaging technologies? |                              |                 |          |             |         |

---

C.1. Application Security

**PCI-DSS v3.0 6.5:** Address common coding vulnerabilities in software-development processes as follows:

- Train developers in secure coding techniques, including how to avoid common coding vulnerabilities, and understanding how sensitive data is handled in memory.
- Develop applications based on secure coding guidelines.

**PCI-DSS v3.0 10.8:** Ensure that security policies and operational procedures for monitoring all access to network resources and cardholder data are documented, in use, and known to all affected parties.

<table>
<thead>
<tr>
<th>PCI-DSS Requirements Correspondent</th>
<th>Question</th>
<th>Expected Testing</th>
<th>In place</th>
<th>Not In Place</th>
<th>Reserve</th>
</tr>
</thead>
</table>
| cardholder data are documented, in use, and known to all affected parties. | data documented, in use, and known to all affected parties? | Examine documentation  
• Interview personnel |          |             |         |
| Are security policies and operational procedures for monitoring all access to network resources and cardholder data documented, in use, and known to all affected parties. | Are security policies and operational procedures for security monitoring and testing documented, in use, and known to all affected parties. | Examine documentation  
• Interview personnel |          |             |         |

C. Analysis

In our audit of the platform, we stated that many requirements are not in place or there are reserves. So, many actions must be in place to remove these differences. For example, in the "Network Security", we noted a reserve on "Cloud Provider" (see Table VI).

**TABLE VI. SAMPLE OF AUDIT RESULT WITH "RESERVES"**

<table>
<thead>
<tr>
<th>PCI-DSS Requirements Correspondent</th>
<th>Question</th>
<th>Expected Testing</th>
<th>In place</th>
<th>Not In Place</th>
<th>Reserve</th>
</tr>
</thead>
</table>
| PCI-DSS v3.0 1.1.3 | Current diagram that shows all cardholder data flows across systems and networks | Examine data-flow diagram  
• Interview personnel |          |             |         |

Indeed, after auditing, we found that the cloud provider does not update the network diagram after a change on environment. For this, we asked to add a firewall to improve access security. However, we found that the chart was not updated in time.

Another example, Table VII, we found during the audit that security policies and operational procedures for monitoring all access to network resources and cardholder data documented are not known by the provider staff Cloud. For this, training must be established to prepare the personnel of Cloud Provider for the types of data they will handle.
In the next steps, in order to prepare a successful deployment, we monitor the implementation of all necessary actions to eliminate all reserves and implementing all the requirement, which are not “In place”.

VIII. CONCLUSION AND FUTURE WORK

The goal of the PCI-DSS is to protect cardholder data that is processed, stored or transmitted by providers, issuers or merchants. The security controls and processes required by PCI-DSS are vital for protecting cardholder account data. With all the advantages that give Cloud, Issuers, and Merchants and any other service providers involved with payment card processing must insure that the platform virtually and physically is sufficiently protected.

In this paper, we have developed an exhaustive checklist as a tool for any card stakeholder who wants to outsource a part or the whole card processing in a Cloud. In the next steps of the work, we will focus evaluating Risk Management of deployed Card Transaction Platform on a Public Cloud and all the strategies to reduce impacts of all potential risks.
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Abstract—Physical Unclonable Functions (PUF) realize the functionality of a “fingerprint” of a digital circuit. They can be used to authenticate devices without requiring a cryptographic authentication algorithm, or to determine a unique cryptographic key based on hardware-intrinsic, device-specific properties. It is also known to design PUF-based cryptographic protocols. This paper presents several new applications of PUFs. They can be used to check the integrity, or authenticity of presented data. A PUF can be used to build a digital tamper sensor or a digital degradation sensor. An identifying information in a communication protocol can be determined using a PUF, or a licensing mechanism can be realized. The bootstrapping of cryptographic credentials can be protected by a PUF.
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I. INTRODUCTION

The need for technical information technology (IT) security measures increases rapidly to protect products and solutions from manipulation and reverse engineering. Cryptographic IT security mechanisms have been known for many years, and are applied in smart devices (internet of things, industrial and energy automation, operation technology). Such mechanisms target authentication, system and communication integrity and confidentiality of data in transit or at rest.

Critical Infrastructures (CI) and especially cyber security in critical infrastructures has gained more momentum over the last years. The term “critical infrastructure” in the context of this paper is used to describe technical installations, which are essential for the functioning of the society and economy of a country, but also globally. Typical critical infrastructures in this context are the smart energy grid (including central or distributed energy generation, transmission, and distribution), water supply, healthcare, transportation, telecommunication services, just to state a few. The increased threat level becomes visible, e.g., through reported attacks on critical infrastructure, but also through legislation, which meanwhile explicitly requires the protection of critical infrastructures and reporting about serious attacks.

Information Technology (IT) security in the past was addressed mostly in common enterprise IT environments, but there is a clear trend to provide more connectivity to operational sites, which are quite often part of the critical infrastructure. Examples for operational sites are industrial automation or energy automation. This increased connectivity leads to a tighter integration of IT and Operational Technology (OT). IT security in this context evolves to cyber security to underline the mutual relation between the security and physical effects.

One essential basis for the operation of security mechanisms is typically a cryptographic key that has to be stored securely on devices. A significant effort is often required in practical realizations to protect the storage of cryptographic keys, e.g., by securely integrating external or internal hardware integrated circuits (IC). In current security research on PUFs, methods are investigated that directly use a unique physical property of an object as a physical fingerprint. The problem addressed in this paper is the practical application of physical unclonable functions (PUF) in new, innovative ways, being an extended version of [1].

Upcoming industrial security standards for industrial automation and control systems as IEC 62443 [2] require explicitly a hardware-bound storage for cryptographic keys. A hardware-bound key store or hardware trust anchor can be realized by using a separate security integrated circuit (IC), or by using in integrated hardware trust anchor of a microcontroller. In both cases, a dedicated hardware security functionality has to be realized.

Small random differences of physical properties are used by a PUF to identify an object directly, or to derive a cryptographic key for conventional cryptographic IT security mechanisms [3]. A digital circuit, i.e., a semiconductor integrated circuit, can contain a digital circuit element called a PUF to determine the physical device fingerprint. Minimal differences in the semiconductor structure, like for instance the doping of a semiconductor, the layer thickness, or the width of lines arise at the production randomly. This is similar to the random surface structure of paper sheets. These chip individual properties are “simply there” without being designed-in explicitly, or being programmed by a manufacturer during production. Such a device fingerprint shall be unique, and not be reproducible easily (unclonability). In addition, the fingerprint can be modified, or even destroyed when the IC is manipulated physically. A PUF can be used as simple low-cost alternative to a dedicated hardware key store security circuit, or as additional protection mechanism to conventional cryptographic security mechanisms. It may be useful for simple devices in the Internet of Things to bootstrap cryptographic security credentials using an intrinsic device-specific fingerprint to protect the bootstrapping process. Much research has been...
spent on constructions for realizing a PUF, and for extracting a cryptographic key from a PUF [4][5][6][7].

After giving an overview of some major realization possibilities for a digital PUF in Section II, basic usages of a PUF are summarized in Section III. The main contribution of the paper is in Section IV, describing several new applications of PUF technology. Section VI concludes with a summary, and an outlook.

II. PHYSICAL UNCLONABLE FUNCTIONS AS DIGITAL DEVICE FINGERPRINT

A PUF can be realized on a semiconductor circuit to determine a device-specific piece of information depending on variations in the target physics due to the manufacturing process. The information provided by the PUF can be used directly for low-cost authentication, to determine a serial number as an identifier, or as cryptographic key. The semiconductor circuit can be an application-specific integrated circuit (ASIC), or a field-programmable gate array (FPGA). This section gives a short overview about PUFs. More detailed information is available in tutorials on PUFs [4][5][6][7].

PUFs have been a major topic of academic research. However, PUF technology is already applied commercially. Examples are Intrinsic ID [8], Verayo [9][10], Microsemi Smartfusion2 FPGAs [11], and NXP smart card ICs [12].

Common digital circuits are designed to provide identical behavior on different ICs. However, a PUF circuit is designed to provide different results on different ICs, but identical or at least similar results on the same IC when the function is executed repeatedly.

An example is a mechanical analogon for a digital PUF: time delay. The delay time between a power-up and a power-down is a function of the manufacturing process, i.e., the mean value of the number of different bits when the PUF is executed multiple times for a given challenge value. The challenge value is stable (reproducibility), while on different ICs, the response values are different (uniqueness). As binary values are used for challenge and response values, the similarity can be measured by the Hamming weight, i.e., the number of different bits. The measure for reproducibility is the inter-device Hamming distance, i.e., the mean value of the number of different bits when the PUF is executed multiple times for a given challenge value. The uniqueness of a device is the intra-device Hamming distance, i.e., the mean value of the number of different bits when executed in different ICs.

Figure 2 shows three examples of well-known constructions of PUFs and their mechanical analogon:

- SRAM-PUF: power-up value of static random-access memory (SRAM) cells
- RO-PUF (Ring oscillator PUF): oscillator frequency
- Arbiter PUF: time delay

![SRAM PUF](image)

Many more constructions for a digital PUF have been proposed, e.g., bi-stable Ring PUF, Flip-Flop-PUF, Glitch PUF, Cellular Non-linear Network PUF, or Butterfly-PUF.

A. SRAM-PUF

A digital memory can store binary values 0 and 1. After power-up, some memories show a device-specific initialization pattern. The power-up value of a memory cell can be either 0 or 1, or being instable (sometimes 0, sometimes 1). The pattern of power-up values of its memory cells is characteristic of a memory IC, depending on small variations of the semiconductor physics of each memory cell.

A mechanical analogon for the power-up is a ball placed on the top of a hill [13]. When the whole geometry is exactly symmetric, the ball will roll-down to the left side and to the right side with the same probability. If the hill, or the ball, would have some asymmetries from manufacturing, the ball will tend to roll-down either to the left side or to the right side.
B. Ring Oscillator PUF (RO-PUF)

A digital circuit can realize an oscillator using a delay circuit with a feedback loop (ring oscillator). The oscillation frequency depends on manufacturing variations. The frequency of two identically designed oscillators can be compared using a counter, and comparator. Depending on the IC, one or the other will oscillate with a higher frequency. Realizing multiple oscillators, a “fingerprint” of the digital circuit can be obtained.

A mechanical analogon is an oscillating mass, and spring. Two identical physical realizations will in practice have a slightly different oscillation frequency, depending on small physical variations.

C. Arbiter PUF

A further effect that can be used to build a PUF is time delay. Two identically designed signal paths will show minimal differences in the respective delay. After giving in input signal to both signal paths at the same time, an arbiter circuit determines the faster signal path, i.e., the signal path on which the signal appears first.

A mechanical analogon is a drop test for two identically manufactured masses. Depending on variations in the height, or the surface of the masses, one will tend to impact first on the floor.

III. BASIC PUF APPLICATIONS

A PUF can be used for security purposes in different ways. It can be used as low-cost object authentication, or to determine a cryptographic key. This section describes these two basic applications, and gives examples for some specific usages of PUFs.

A. Object Authentication

Authentication is an elementary security service proving that an entity in fact possesses a claimed identity. Often natural persons are authenticated. The basic approaches a person can use to prove a claimed identity are by something the person knows (e.g., a password), by showing something the person has (e.g., passport, authentication token, smart card), or by exposing a physical property the person has (biometric property, e.g., a fingerprint, voice, iris, or behavior).

Advanced authentication techniques make use of multiple authentication factors, and performing authentication continuously during a session. With multi-factor authentication, several independent authentication factors are verified, e.g., a password and an authentication token. With continuous authentication, also called active authentication, the behavior of a user during an authenticated session is monitored to determine if still the authenticated user is using the session.

With ubiquitous machine-oriented communication, e.g., coming with the Internet of Things and interconnected cyber physical systems, also devices have to authenticate in a secure way. Various different technologies are used to verify the authenticity of products, e.g., applying visible and hidden markers, using security labels (using, e.g., security ink or holograms), and by integrating cryptographic authentication functionality in wired product authentication tokens, or Radio Frequency Identification (RFID) authentication tags.

An object or digital circuit can be identified by a serial number. For authentication, a cryptographic authentication protocol can be used, requiring a secret/private key to be available on the object to be authenticated.

---

For authentication, a challenge value is sent to the object to be authenticated. A corresponding response value is sent back and verified. The response is determined by the PUF. As only an original product can determine the correct response value corresponding to a challenge, the product entity or a dedicated part of the product is thereby authenticated.

Figure 3 shows how an object becomes authenticated by a verifier. The verifier maintains a database of reference challenge-response pairs. For example, the database was filled during production of the object by recording arbitrary challenge-response-pairs. During the authentication the verifier selects a challenge value of the database and sends it to the object to be authenticated. The response value R is determined by means of the PUF, and transferred back to the verifier. The verifier compares the received response value with the reference value stored in the database. If these are similar, i.e., the number of different bits does not exceed a threshold, the object is authenticated successfully.

B. Cryptographic Key Extraction

A cryptographic key can be determined based on inexact, noisy data. A “fuzzy key extractor” is a functionality that determines a stable cryptographic key using a PUF, and helper data [14][15]. The helper data allows to correct bit errors of responses (noisy data), and to map the PUF output to a given cryptographic key. A main advantage is that no secure non-volatile memory is needed on the device to store a cryptographic key.

---

Figure 4 shows how an object becomes authenticated by a verifier. The verifier maintains a database of reference challenge-response pairs. For example, the database was filled during production of the object by recording arbitrary challenge-response-pairs. During the authentication the verifier selects a challenge value of the database and sends it to the object to be authenticated. The response value R is determined by means of the PUF, and transferred back to the verifier. The verifier compares the received response value with the reference value stored in the database. If these are similar, i.e., the number of different bits does not exceed a threshold, the object is authenticated successfully.
The PUF is used internally within a digital circuit to determine response values, see Figure 4. The helper data does not have to be stored securely. It can be used only by a single IC to determine the cryptographic key on the device.

C. Further PUF Applications

Several further applications, besides the two basic PUF usages outlined above, have been proposed and designed. The following list section gives an overview on related work.

- A PUF can be used to prevent utilizing specific features of semiconductor ICs. Without chip-specific aiding information, the performance of an IC is reduced or access to certain memory partitions is prevented. Also, a PUF can be used to bind software intellectual property to a FPGA device by encrypting the software code using a PUF-generated device key [16], which is typically done during manufacturing. This solution can be used to protect for instance remote software updates [17].
- A PUF can be used to protect the execution of software code: the Control Flow Graph of an executed program depends on the output of a PUF [18].
- It is known to include a measurement value determined by a sensor as part of the challenge of a PUF to authenticate the sensor measurement [19][20]. This allows authenticating sensor measurements.
- A PUF can be used also in data communication to determine a message integrity checksum (message integrity code, message authentication code) [21]. While a real, physical PUF is used to determine the message authentication code by the sender, a simulated, algorithmic model of the PUF is used to verify the checksum by the receiver.
- Furthermore, the cryptographic key derived by a PUF of a semiconductor can be used to decrypt configuration data [22].
- A PUF can, as security primitive, be integrated in a cryptographic protocol directly [23][24].

D. Limitations of PUF

Building security solutions using PUFs, it is important to understand their limitations. Important issues to be considered are:

- Attacks on the PUF itself, and attacks to PUF support functions as a fuzzy key extractor need to be taken into account. This relates for instance to the PUF model building, to physical attacks on PUFs, and to side channel and fault injection attacks [24][25].
- Robustness of a PUF implementations with respect to tampering, e.g., how vulnerable is a solution in fact against attacks on the opened chip, using e.g., focused ion beams.
- Reliability of the PUF with respect to the long term application in devices related to ageing, and environmental conditions as temperature and electromagnetic radiation.
- Required processes for enrollment of helper data and security management data, which relates on one hand to data on the PUF device, and to data maintained within backend security systems. On the other hand, depending on the PUF application the handling of the recorded challenge response pairs needs to be defined, as this information is sensitive and can be system critical. The latter may be compared to the handling of symmetric device keys, which require a similar level of sensitivity. Besides the initial enrollment, also requirements during the whole lifecycle have to be covered, e.g., the update of keys or helper data, ownership transfer of a device, and taking a device out of service securely.

Based on these points, it becomes even more obvious that a security solution exposing the PUF functionality to other elements needs to designed PUF aware, especially considering reliability and resilience requirements for deployments intended for long usage periods (long term security).

IV. NEW APPLICATIONS OF PHYSICAL UNCLONABLE FUNCTIONS

The main applications of PUFs fall basically in two categories: A PUF is used directly for object authentication using challenge-response authentication, e.g., for low cost RFID Tags. Here, the PUF is used by the authenticated object to determine the response. Another way of using a PUF is to reconstruct a symmetric cryptographic key that is determined by a fuzzy key extractor using the device’s PUF and stored helper data. The reconstructed cryptographic key can be used independently from the specific PUF properties. That means, any cryptographic security mechanism can be used based on the reconstructed key material.

In this section, we describe potential new applications of PUFs in the context of security services.

A. Authentication Verification

It is known to use a PUF to authenticate an integrated circuit or a device respectively. Here, a PUF is used to authenticate the device on which the PUF is realized. However, the reverse usage of a PUF is possible as well: The PUF can be used to verify access of an external party. This approach has the clear advantage that no cryptographic algorithm has to be implemented to perform authentication checks. Furthermore, no cryptographic key has been established and stored on the verifier device. An entity that authenticates towards the device has to store a certain number of PUF challenge-response pairs as authentication credentials. The verifying device uses the PUF to check the validity of challenge-response pairs provided by the authenticating entity.

One application for this authentication verification can be, e.g., in the context access verification to a diagnosis or debug interface of an integrated circuit, or to protect the wake-up functionality of a battery-power Internet of Things device or a wireless sensor node.
Figure 5 illustrates how a PUF can be used to check authenticated access to a device or device functionality by a user as authenticating entity: A user presents a C/R pair of challenge C and response R. The PUF determines the response R’ for the given challenge C. If the presented response R, and the determined response R’ are identical or differ only in a limited number of bits, access is granted (accept). To increase attack robustness, it may be required to provide multiple valid C/R pairs. The set of challenges of the C/R pairs may be checked for validity. This means that no arbitrary set of CR pairs may be presented, but that the set of challenges of the presented CR pairs is verified to be a valid set of challenge values (e.g., consecutive values). Furthermore, different authorization levels may be associated with different sets of challenge values. So, depending on the presented set of C/R pairs, access to different functionality is granted (e.g., read diagnostic information, or modify configuration parameters).

The C/R pair, respectively the set of C/R pairs, can be determined in different ways:

- During an initialization phase, C/R pairs can be read out from the device, and stored in a secure data base of the authenticating entity. Before the IC is put in operation, the interface allowing to read out C/R pairs is blocked, e.g., by burning a security fuse.
- During an initialization phase, a first set of C/R pairs is read out from the device, and stored in a secure data base. Before the IC is put in operation, the interface allowing to read out C/R pairs without having authenticated is blocked, e.g., by burning a security fuse. Only after having authenticated successfully, the device would allow to read-out additional C/R pairs.
- Should the PUF be a PUF for which an algorithmic model can be determined (as described in [21], the algorithmic model of the PUF can be used to compute C/R pairs. During an initialization phase, C/R pairs are read out to determine the parameters of the PUF model for this device. Before the IC is put in operation, the interface allowing the reading out of C/R pairs can be blocked, e.g., by burning a security fuse.

This inverse usage of a challenge-response PUF for verifying an authentication has the advantage that the verifying device uses the PUF only internally during the operation phase. After the initialization phase, it does not offer an external interface to unauthenticated users that allows to access the PUF directly, i.e., to get responses for given challenges. So, PUF modeling attacks [26] requiring access to PUF responses are avoided.

B. Configuration Integrity Check

In a similar way, the integrity of externally stored configuration data can be verified by a device using its PUF. The configuration data, as the model and serial number, and the configuration and calibration data of a sensor element, can be stored, e.g., in an electrically erasable programmable read only memory (EEPROM).

Figure 6 shows a system where a device uses a PUF to check the integrity of configuration data loaded from an EEPROM memory using its internal PUF. A specific case of configuration data is PUF helper data. The helper data used to reconstruct a cryptographic key could be checked for integrity and authenticity before it is applied with a PUF fuzzy key extractor.

Figure 7 shows the performed steps of a realization option: Configuration data is read from an external, unprotected configuration memory, e.g., a serial EEPROM. Besides the actual configuration data (CD), a PUF checksum (PCS) is also stored on the EEPROM. Once the
configuration CD and its PUF checksum PCS have been read, the device verifies the integrity of the read data using its PUF. A PUF challenge value is determined depending on the read configuration data, e.g., a cryptographic hash value computed over the configuration data. The corresponding PUF response value R’ is determined using the device PUF. When writing modified configuration data CD’ by the device, the device performs similar steps: The device computes the hash value of the modified configuration data CD’ that is to be written to the serial EEPROM. Depending on the hash value, a challenge value is determined.

The device PUF is used to determine the corresponding response as checksum PCS’. The configuration data CD’ and the checksum PCS’ are written to the serial EEPROM.

This usage of a PUF allows the device to check the integrity of configuration data read from a serial EEPROM. It is ensured that the configuration data has in fact been written by the device. If an attacker should have modified the configuration data on the EEPROM, the checksum would not match the manipulated configuration data. The device would reject the read configuration data, and go into an error state or use internal default values. In this use case, a PUF is used in a similar way as a keyed hash function to determine respectively to check a message authentication code over a given data.

In a similar way as the computation of a message authentication code, a PUF may be used also as part of a cryptographic key derivation function for a cryptographic key K. Thereby, a hardware-bound key derivation function is realized. Depending on the cryptographic key K, challenge values are determined. The PUF response value(s) are used to determine a (derived) key.

C. PUF Tamper Sensor and PUF Built-In Self Test

Challenge response pairs of the PUF are typically stored as reference data internally within a device. The integrated circuit uses the PUF and the reference data to check whether the PUF circuit is working correctly.

This approach can be used for different purposes:

- A PUF-based tamper-sensor can be realized: The PUF is used as digital sensor to determine a tampering information. When a tampering of the device occurred, the PUF provides different response value with a certain probability. Here, the result of the PUF is not used directly for an authentication or for determining a cryptographic key, but to generate information about the tamper status of a device. If a malfunction is detected, the device can e.g., block a functionality of the device, or it could zeroize stored cryptographic keys.

- A PUF-based device degradation sensor can be realized: Besides physical tampering, also other physical reasons like degradation affect the PUF behavior. A degradation of a device, e.g. a semiconductor IC, can be detected by a changing PUF behavior. The PUF allows detecting such degradations before a regular digital circuit realized on the same semiconductor shows a malfunction. So hardware defects can be detected early, i.e., before the devices shows a failure (predictive maintenance).

- A built-in PUF self-test functionality can be realized. Before a PUF is used, e.g., for authentication or key extraction, its correct operation is verified. Only if the PUF works as expected, the self-test succeeds. The main

---

![PUF-based Integrity Check of Configuration Data](image-url)
function of the PUF, i.e., authentication or key extraction, is performed only when the PUF self-test has succeeded.

Figure 8 shows a realization option where reference data (RD) are used to check the PUF. Only if the PUF provides responses sufficiently similar to the reference data, access to the PUF is enabled by the PUF self-test unit PST. So, an integrated self-test functionality is realized for the PUF. It can be used, e.g., for key extraction or authentication, only if the PUF has passed the self-test successfully.

Figure 8. PUF Built-In Self Test

D. Identifying Communication Sender

A PUF can be used to derive a serial number of a device. This PUF derived serial number or a derivation of thereof can be used to determine an identifier for data communication.

For example, an IPv6 stateless address auto configuration can be performed using a PUF. Aura defines how an IPv6 address can be created cryptographically [28]. Similarly, a PUF can be used to determine an IPv6 address. The challenge can be determined based on network part of the IPv6 address assigned by an IPv6 router. The host part is created depending on the PUF response output.

Figure 9 shows a different variant where the PUF-based identifying information is not included in the sender address. Instead, if a wireless spread spectrum transmission system is used, a spreading code is build or modified respectively depending on the PUF response. Hence, the PUF is used to realize a kind of “stream cipher” as spreading code.

A PUF can be used to determine a watermarking information also for digital media, not only for a wireless transmitted information stream. For example, a PUF-based identifying noise signal can be created using a PUF. The noise signal is embedded in a picture, or a video stream as physical watermarking information. Here, a PUF is used to determine the spread spectrum watermarking signal. Instead of a cryptographic signature based watermark as known from [29], a PUF-based identifying watermark is embedded in the digital media. So, a hardware-bound watermarking information can be created, e.g., to prove the originating device that created the media.

Figure 9. PUF-based Spread-spectrum Transmission

E. PUF-helper Data as License File (license key)

A fuzzy key extractor allows determining a given cryptographic key using a PUF and stored helper data. The helper data has two purposes: it allows correcting random errors of the PUF response, and it transforms the device-specific PUF response to a given cryptographic key. These properties can be used to realize a licensing mechanism, e.g., for feature activation on an embedded device.

In a licensing scheme, a license code, or license key, is required to use a certain, software-based feature. The license code/key can be checked to determine whether a certain feature is allowed to be used, or a cryptographic key to decrypt executable code can be determined based on the license key.

With PUF helper data being required to determine a certain cryptographic key, the license code/key can be provided in the form of helper data: as long as the required helper data is not available, the license key cannot be built by a certain device. However, if helper data to reconstruct a certain license code/key is provided, the device can determine the license code/key. As a PUF is used, the helper data can be processed only on the single intended target device to reconstruct the license information. So, the helper data that is used as license information is valid only on a certain device.

During manufacturing, the executable code for several licensable features would be stored on the device in encrypted form. Without a license, the features cannot be used. To enable the usage of a feature as part of a feature activation procedure, a license code is provided to the device and stored: The license code in the form of helper data enables the device to determine the cryptographic key required to decrypt and execute the code for a certain licensable feature. As different features can be encrypted with a different cryptographic key, the features can be activated independently.

During manufacturing, the PUF of a certain device would be measured. Parameters of the PUF or challenge response pairs would be stored in a device database of the manufacturer. When a certain feature shall be activated for a certain device, the manufacturer uses the stored PUF data to compute offline helper data for the target device. The helper data is constructed in such a way that the resulting cryptographic key is the one needed to decrypt the code for the feature to be activated. So the helper data is not computed by the device itself, but offline by the manufacturer.
F. PUF based Credential Bootstrapping

Cryptographic credentials, as a symmetric or asymmetric cryptographic key, can be used to authenticate a device. The device authentication credentials have to be configured initially by a bootstrapping process (also called enrollment). Automated credential bootstrapping or enrollment refers to the initial configuration of devices including the key material. This is shown in Figure 10. Field devices are connected to the network, and contact the public key infrastructure (PKI) server to obtain certified key material. Here, the field devices generate their public/private key pairs locally, and send a Certificate Signing Request (CSR) for the public key to the PKI server. Part of the CSR may be a serial number of the device, against which the PKI server can check a configured list of devices allowed to be enrolled. This authorization may also be realized by other means like one-time passwords.

The initial credential bootstrapping is protected usually by organizational and personal security measures. For example, the credential bootstrapping of cryptographic device credentials can be performed during the manufacturing within a secure manufacturing area. Credentials are typically provisioned at the end of a production line. So during the manufacturing and testing of a device, often no credentials are available yet. The manufacturing can be performed at a single manufacturing site, or across different manufacturing sites.

In early manufacturing phases, e.g., directly after the assembly of a digital circuit board, no cryptographic credentials are available yet. However, the device can already be identified using its PUF fingerprint, anyhow. A PUF can be used to identify a manufactured device during the manufacturing process securely along different manufacturing steps before cryptographic device credentials have been provisioned. At later steps of the production, or at delivery time to a customer, it can be verified that a certain device is still the same device as intended by checking its PUF fingerprint. So here, a PUF is used not during the regular operation of the device, but during the manufacturing until initial set of cryptographic device credentials have been provisioned.

The provisioning of device certificate using a certificate management protocol like the simple certificate enrolment protocol (SCEP) [30], enrollment over secure transport (EST) [31], or the certificate management protocol CMP [32], a PUF-based device authentication may be used to protect a certificate request message.

In a similar way, a PUF may still be used when cryptographic credentials are not available anymore or are not valid anymore during the lifetime of a device: The validity period of cryptographic credentials may have expired, or credentials may have been zeroized when a device has been decommissioned. A PUF, which is intrinsically available on a device independently on provisioned configuration data and cryptographic credentials, may still be used to identify a device with a certain reliability independently of cryptographic credentials. It can be used as basis to protect the re-provisioning of a device with fresh cryptographic credentials.

V. RELATED WORK

Authentication within the Internet of Things is an active area of research and development. Gupta described multi-factor authentication of users towards IoT devices [33][33]. The Cloud Security Alliance published recommendations on identity and access management within the IoT [34]. Ajit and Sunil describe challenged to IoT security and solution options [35]. Authentication systems for IoT where analyzed by Borgohain, Borgohain, Kumar and Sanyal [36]. Al Ibrahim and Nair have combined multiple PUF elements into a combined system PUF [37]. Host-based intrusion detection systems (HIDS) as SAMHAIN [38] and OSSEC [39], analyze the integrity of hosts and report the results to a backend security monitoring system.

VI. CONCLUSION

Physical unclonable functions have been investigated extensively by both research, and industry. The work focuses much on design constructions to realize a PUF, analyzing their statistical, and security properties, and on key extraction. Although being known for at least 10 years, one limited number of examples for commercial applications exist. Besides the classical usages, object authentication, and key extraction, a PUF can be specific new usages can be realized based on a PUF. This paper described several new possible applications for PUFs in different systems, either self-contained, like a PUF-based tamper sensor or degradation sensor, or in conjunction with other parts of target solutions like in the case of licensing of credential provisioning. These new applications are discussed as abstract concepts and need to be integrated as security solution element in an overall security solution.

Issues for the practical application of PUFs are the stability over time (ageing), and under harsh environmental conditions. As PUFs are still a relatively new security feature that is not yet broadly applied in practice, careful analysis of
the actual security level as to be performed (e.g., modeling attacks, physical attacks, side channel attacks). A PUF may be used as one security element in an overall security solution design. The security management of a PUF-based security solution has to be designed (e.g., enrollment of key material or helper data, building and maintaining databases comprising challenge/response pairs, update and revocation of security management data along the lifecycle).

However, PUFs show unique properties that make them interesting for practical usage: they allow “storing” a cryptographic key in a protected way without requiring physical non-volatile memory. Low-cost authentication solutions can be built that do not require implementations of cryptographic algorithms. They may be used when conventional cryptographic security mechanisms cannot be applied, or in combination with such security mechanisms. PUFs may be used on low-end devices that do not support cryptographic mechanisms, as additional protection mechanism complementing cryptographic security measures (defense in depth), or during lifecycle phases of a device in which cryptographic credentials are not available. Such lifecycles may occur during production before device credentials have been provisioned or during the lifetime of a device when it is decommissioned or re-provisioned.
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Abstract—We describe a method to authenticate the qubit stream being exchanged during the first phases of the BB84 quantum key distribution without pre-shared secrets. Unlike the conventional approach that continuously authenticates all protocol messages on the public channel, our proposal is to authenticate the qubit stream already to verify the peer’s identity. To this end, we employ a second public channel that is physically and logically disjoint from the one used for BB84. This is our substitute for the otherwise necessary assumption on the existence of pre-shared secrets. To practically verify the expected improvement in terms of bandwidth consumption during the public discussion part of BB84, we implemented the scheme within an existing BB84 framework, and emulated the additional public channel used by Bob with the help of additional messages on the same channel. On this implementation, simulations were conducted that confirm the efficiency, bandwidth improvements and to illustrate the difficulties in forging an authentication based on the qubit streams only (as a person-in-the-middle attack is already detected before the public discussion part in our variant of BB84).
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I. INTRODUCTION

It is a well recognized requirement of any quantum key distribution protocol to employ an authenticated public channel for the key distillation. This channel can be constructed in various ways, for example by embedding pseudorandom bits in the initial qubit streams to authenticate, as we already showed in [1]. In this extended version of the article, we will show how this method can be implemented and described its benefits.

Most existing QKD protocols use information-theoretically secure authentication based on universal hashing [2] to continuously attach message authentication codes (MACs) to all data being exchanged during the public discussion. Thus, an interception of the qubit streams is not detected until the public discussion starts. This continuous authentication [3] shall thwart person-in-the-middle attacks by an eavesdropper sitting in between Alice and Bob, running BB84 [4] with both of them. In that sense, quantum key distribution does not really create keys from nothing, but is rather a method of key expansion. The question discussed in this work relates to whether we can cast BB84 into a protocol that in fact does create keys from nothing, while retaining the security of “conventional BB84”.

To this end, observe that it may already be sufficient for Alice to verify Bob’s identity, if she can somehow verify that Bob is really the person from which her received qubit stream originated. One possibility to do so is to ask Bob for the way in which he created the stream, say as a pseudorandom sequence, so as to prove his identity. Of course, it is neither viable nor meaningful in our setting to let Bob create his entire qubit stream pseudorandomly, but it may indeed be useful to have him embed pseudorandom bits at a priori unknown places, while leaving the rest of the stream truly random. Alice, in an attempt to verify Bob as the “owner” of the qubit stream, may ask Bob for the seeds to recover the pseudorandom bits and their positions.

An eavesdropper, on the other hand, cannot reasonably pre-compute Bob’s response to Alice’s inquiry, if the pseudorandom bits cannot be recognized (distinguished from) the truly random bits. While this apparently induces a flavour of computational security (indistinguishability of pseudorandom from really random sequences), we can almost avoid threats by computationally unbounded adversaries. To see why, assume that the pseudorandom sequence originates via iterative bijective transformations from a uniformly distributed and truly random seed. If so, then all pseudorandom bits will themselves enjoy a uniform distribution. As being embedded inside another sequence of independent uniformly distributed bits, the distribution of the pseudorandom bits is identical to that of the truly random bits. Despite the correlation that inevitably exists among the pseudorandom bits, the distributions are nevertheless indistinguishable, except in case when the positions of the pseudorandom bits are known a priori. However, since these positions are chosen secretly and independently of any publicly available information, the attacker has no hope better than an uninformed guess about which positions matter.

Organisation of the paper: The following Sections III-A and II give details on BB84 to the extent needed in the following, and relate the proposal to other solutions in the literature. Section IV expands the technique how we embed pseudorandom bits into the qubit stream during BB84. Section V discusses the security of our modified version of BB84, and Section VII draws conclusions.

II. STATE OF THE ART

There have been several approaches to replace the authentication protocol for the classical channel by quantum approaches. For example, an authentication scheme is presented in [5], which provides an increased conditional entropy for the seed of the adversary and which is optimized for scenarios where the shared symmetric key used in the authentication becomes extremely short.
Other protocols entirely eliminate the classical channel thus also eliminating the need for classical authentication [6]. Such protocols make use of quantum authentication, a topic that has been studied for more than 15 years and which has already been formally defined in 2002 [7]. Quantum authentication protocols perform the task of authentication with little or no help of classical cryptography solely using quantum mechanical sources. Hence, some of these protocols combine QKD protocols with authentication [8][9][10] or use quantum error correction for the authentication of the communication parties [11]. Other quantum authentication protocols also use entanglement as a source for authentication (e.g., [12][13][14][15][16] to name a few), or employ a third party [17].

Entangled states consist of two or more particles, which have the specific property that they give completely correlated results when the respective particles are measured separately. As it has been shown by Bell [18], as well as Clauser et al. [19], this correlation can be verified if the measurement results violate some special form of inequalities. In some QKD protocols, for example the Ekert protocol [20] (among others [21]), this argument is used to generate a secure key (cf. the next section), but these protocols still require an authenticated classical channel (cf. [20]).

III. Quantum Key Distribution Protocols

In this section, we will provide a short overview on basic QKD protocols together with their key concepts. We will focus on the so-called "prepare and measure" protocols describing the BB84 protocol [4] (which we will use later on as an example for the implementation of our methodology), the B92 protocol [22], the six-state protocol [23] as well as the BBM92 protocol [24]. There are, of course, more advanced versions of QKD protocols, like the SARG protocol [25], but we will not look at them in the scope of this article and will refer the interested reader to the literature.

A. BB84 Protocol

The BB84 protocol has first been presented by Bennett and Brassard [4]. It allows two communication parties, Alice and Bob, to generate a classical key between them by using the polarization of single photons to represent information. Therefore, Alice is in possession of a single photon source and prepares the photons randomly according to the horizontal/vertical basis (Z-basis) and the diagonal basis (X-basis), i.e., for each photon she prepares one of states $\{ |0\rangle, |1\rangle \}$ and $\{ |+\rangle, |-\rangle \}$, respectively. After Alice choses the basis, the qubit is sent to Bob, who performs a measurement on it. Since Bob does not know which basis Alice used for the preparation he does not know which measurement basis he should use and thus he will not be able to retrieve the full information from each qubit. Hence, the best strategy for him is to randomly choose between the $Z$- and $X$-basis for his measurement himself. In this case Bob will choose the correct basis half of the time – but he does not know in which cases he has guessed right. Thus, Alice and Bob compare the choice of their bases in public after Bob measured the last qubit.

During the sifting phase [26], Alice and Bob eliminate their measurement results for those measurements where they used different bases. The remaining measurement results are converted into classical bits using the mapping

$$\{ |0\rangle, |+\rangle \} \rightarrow 0$$
$$\{ |1\rangle, |-\rangle \} \rightarrow 1.$$

At this stage, Alice and Bob should have identical classical bit strings if the channel is perfect (noiseless channel, no eavesdropper). In reality, a certain error rate is introduced in the protocol due to physical limitations (lossy and noisy channels, imperfect devices, no single photon sources, etc.). To estimate this error rate, Alice and Bob publicly compare a fraction of their results in public to check whether they are correlated. Then, classical error correction protocols are used to identify and eliminate the differences in their bit strings. Such a procedure that has been heavily used for error correction is the CASCADE algorithm first introduced by Bennett et al. [27]. Due to the fact that Alice and Bob publicly compare some information during the error correction, an adversary is able to obtain further information about the secret bit string (assuming Eve’s presence has not been detected during error correction). Therefore, a last process called privacy amplification [28] performed by Alice and Bob uses strongly-universal2 hash functions (as presented in [29] and recently discussed in [30]) to minimize the amount of information leaked to the adversary. After all, the security of QKD protocols has been discussed in depth and various security proofs have been provided, for example, in [31] or [32]. A main result of these proofs shows that Alice and Bob are still able to establish a secret key, if the error rate is below a maximum value of $\approx 11\%$ [31].

B. B92 Protocol

In 1992 Charles Bennett pointed out that two non-orthogonal states instead of four would be enough to perform the BB84 protocol [22]. The idea is that two non-orthogonal states can not be perfectly distinguished but they can be distinguished without making a wrong decision using positive operator-valued measurement (POVM) [33]. That means when Bob measures the state sent by Alice he will never make a wrong decision but sometimes he will not be able to make any decision at all.

Alice prepares one of the states $|\varphi\rangle$ and $|\psi\rangle$, where $|\varphi\rangle$ codes for a classical 0 and $|\psi\rangle$ for a classical 1. She sends the qubit to Bob, who uses three POVM operators, which are designed to distinguish between $|\varphi\rangle$ and $|\psi\rangle$ in one-half of the cases. In detail, when Bob measures the qubit coming from Alice he obtains a correct result half of the time. For the other half he obtains an indeterminate result and both parties have to eliminate that qubit. Similarly to the BB84 protocol, Bob announces where his measurements were indeterminate and the corresponding measurement results must be discarded in the end. For the remaining results, Alice and Bob publicly announce a fraction of them to check whether they are really correlated. If the error rate is above some predefined threshold, they have to assume that it is due to the presence of an eavesdropper rather than a noisy quantum channel or imperfect devices and they restart the protocol.

C. Six-State Protocol

A natural extension of the BB84 protocol is the six state protocol [23]. In this protocol, additionally to the $Z$- and the
X-basis the third complementary basis, i.e., the Y-basis is introduced, having
\[ |y^+\rangle = \frac{1}{\sqrt{2}} (|0\rangle + i|1\rangle), \quad |y^-\rangle = \frac{1}{\sqrt{2}} (|0\rangle - i|1\rangle). \tag{2} \]

This extension is called "natural" because in this case all three dimensions of the Bloch sphere are used. Alice chooses randomly one of the six states and sends it to Bob. Bob has to select one out of three (instead of two as in the BB84 protocol [4]) bases and performs a measurement on the received qubit. Hence, his choice will correspond to Alice's preparation only in 1/3 of the cases such that they will have to discard a greater amount of qubits when they publicly compare their measurement bases. As in the other protocols described above, Alice and Bob choose a certain fraction of the remaining measurement results and compare them in public to check if an eavesdropper is present. The major advantage of the six state protocol is that it is more sensitive to attacks and an adversary will have a smaller chance to stay undetected.

D. BBM92 Protocol

Whereas the BB84 protocol just discussed above is based on single photon sources, Ekert presented a protocol in 1991 [20], which uses a source emitting maximally entangled qubit pairs, i.e., the Bell states $|\Phi^\pm\rangle$, $|\Psi^\pm\rangle$. In principle, this source is located between Alice and Bob and one qubit of the entangled state is flying to Alice and the other one to Bob. In practice, when looking at implementations of the Ekert protocol it will be more common that one of the communication parties is in possession of the source.

In the Ekert protocol, Alice and Bob also randomly measure the polarization of their qubit, but they use different angles at Alice’s and Bob’s side. These angles are non-orthogonal and are later used to violate the CHSH-inequalities [19]. The CHSH-inequalities provide an indication that the qubits are originally coming from an entangled state, i.e., the inequalities are violated if an entangled state is present.

In 1992 Bennett, Brassard and David Mermin presented a variant of the Ekert protocol where they show that a test of the CHSH-inequalities is not necessary for the security of the protocol [24]. Instead, Alice and Bob use two complementary measurement bases as in the BB84 protocol and randomly apply them on the received qubits. In detail, Alice and Bob receive qubits coming from the source located in the middle of them (as pointed out above, the protocol does not change if the source is in possession of Alice or Bob). Again, the qubits are parts of a Bell state, e.g., $|\Psi^-\rangle$. After receiving both qubits, Alice and Bob randomly and independently choose either the Z- or the X-basis to measure the qubit. Due to the entanglement of the qubits, Alice’s measurement completely determines the state of Bob’s qubit, i.e., if Alice measures $|1\rangle$, Bob’s qubit is in the state $|0\rangle$, and vice versa. If Bob measures in a different basis than Alice he destroys the information carried by the qubit and thus will not obtain the same result as Alice. Therefore, after the measurements are finished, both parties publicly compare their measurement bases and discard their results where they used different bases (i.e., similar to the BB84 protocol).

The remaining results should be perfectly correlated and the communication parties compare a randomly chosen fraction in public. If there is too much discrepancy between their results they have to assume that an adversary is present and they start over the protocol. It has also been shown by Bennett et al. in this paper that the security of this version of the protocol is equal to the security of the BB84 scheme [24].

IV. ASSEMBLING AUTHENTICATION INTO THE PROTOCOL

In a standard person-in-the-middle scenario, we have Eve sitting in between Alice and Bob, executing BB84 with both of them simultaneously.

Alice and Bob, to authenticate one another, make contact out of band, by contacting the other on a physically and logically separate channel that Eve has not intercepted. In that sense, we augment the usual picture of BB84 by another channel, shown dashed in Figure 1.

The key point here is that during the public discussion phase of BB84, Alice and Bob both reveal to each other their entire random sequence of polarization settings, along which their – so far private – random sequences are disclosed. Within these private random sequences, Alice will embed a pseudorandom subsequence that is indistinguishable from the truly random rest of the sequence, but for which she can tell Bob the way in which she constructed the bits and their positions. Our intuition behind this is that Alice, running BB84 with Eve, and Eve in turn running BB84 with Bob, Eve will not know (nor can determine) which of the transmitted bits are pseudorandom, and which are not. In turn, she cannot reproduce or relay these specific bits to her communication with Bob, in order to mimic Alice’s behavior correctly.

Upon authentication, which happens after the public discussion phase and before the final key is distilled, Bob will get the information required to reproduce Alice’s pseudorandom sequence on his own. If he were talking to Eve instead, his recorded bitstream will – with a high likelihood – not match what he received from Eve, thus revealing her presence.

Now, let us make this more rigorous. In the following, let $|x|$ denote the bitlength of a string $x$, and let $t \in \mathbb{N}$ be a security parameter. By the symbol $x \leftarrow \Omega$, we denote a uniformly random draw of an element $x$ from the set $\Omega$. Let $\mathcal{H} = \left\{ H_k : \{0,1\}^t \rightarrow \{0,1\}^t | k \in \{0,1\}^t \right\}$ be a family of permutations, which will act as uniform hash-functions in our setting (note that our scenario permits this exceptional assumption, as our goal is not as usual on hashing arbitrarily long strings, but on producing pseudorandom sequences by iteration). Furthermore, let $m$ be an integer that divides $2^t$.

Under this setting, let us collect some useful observations: take $x \leftarrow \{0,1\}^t$, then for any $k$, the value $H_k(x)$ must again be uniformly distributed over $\{0,1\}^t$, since $H_k$ is a permutation. Likewise, since $m$ divides $2^t$, the value $H_k(x)$ mod $m$ is uniformly distributed over $\{0,1, \ldots, m-1\}$. 
To embed authentication information in her bit stream, Alice secretly chooses two secret values $k_v, k_p \in \{0,1\}$ to define a permutation $H_{k_v}$ on $\{0,1\}^i$ and a function $h_k(x) := 1 + [H_{k_v}(x) \mod m]$ on $\{1,2,\ldots,m\}$. Using these two functions, she produces a pseudorandom sequence of values $v_{n+1} = H_{k_v}(v_n)$ and another (strictly increasing) pseudorandom sequence of positions $p_{n+1} = p_n + h_k(p_n)$, with starting values $v_0, p_0 \leftarrow \{0,1\}$.

Within the first phase of BB84, i.e., when the randomly polarized qubits are being transmitted, Alice uses the pseudorandom information $f(v_i)$ whenever the $p_i$-th bit is to be transmitted, and true randomness otherwise. In other words, Alice constructs the bitstream

$$\overline{(b_n)}_{n \in \mathbb{N}} = (b_0, b_1, \ldots, b_{p_i-1}, b_{p_i} = f(v_i), b_{p_i+1}, \ldots) \quad (3)$$

with truly random $b_i$ whenever $i \notin \{p_0, p_1, \ldots\}$ and inserts a pseudorandom value $v_i$ at each position $p_i$ for $i = 1,2,\ldots$.

This sequence determines the respective qubit stream upon polarizing photons according to $(b_n)_{n \in \mathbb{N}}$.

A. Authentication

To authenticate, Bob calls Alice on a separate line and asks for $k_p, k_v, v_0, p_0$, which enables him to reproduce the pseudorandom sequence and bits and to check if these match what he has recorded. He accepts Alice’s identity as authentic if and only if all bits that he recorded match what he expects from the pseudorandom sequence. The converse authentication works in the same way.

B. The Auxiliary Public Channel

We stress that the auxiliary public channel does not need to be confidential. However, some sort of authenticity is assumed, but without explicit measures for it. This is because authenticity in our proposal relies on the assumption that the adversary is unable to intercept both public channels at the same time (otherwise, a person-in-the-middle attack is impossible to counter in the absence of pre-shared secrets).

The assumption of an auxiliary public channel puts security to rest on Eve not intercepting now two public channels simultaneously. If more such channel redundancy is available, then known techniques of multipath transmission allow to relax our assumption towards stronger security (by enforcing Eve to intercept > 2 paths in general). We believe this approach to practically impose only mild overhead, since many reference network topologies and multi-factor authentication systems successfully rely on and employ multiple independent and logically disjoint channels, at least for reasons of communication infrastructure availability. Suitable multipath transmission techniques [34] are well developed and successfully rely on exactly this assumption (although pursuing different goals [35]). Moreover, a common argument against multipath transmission (which technically offers an entirely classical alternative to quantum key distribution with very similar security guarantees) that relates to the blow-up of communication overhead does not apply to our setting here. The amount of information being exchanged over the auxiliary (multipath) channel is very small, thus making the additional overhead negligibly small. Therefore, the only physical obstacle that remains is a topology permitting the use of multiple channels; however, many physical network reference topologies are at least bi-connected graphs and thus offer the assumed additional channel (besides the usually valid assumption on the co-existence of independent communication infrastructures besides the quantum network).

V. Security

First, observe that endowing Eve with infinite computational power could essentially defeat any form of authentication, since Eve in that case could then easily intercept Alice and Bob’s communication by a two-stage attack: First, she would let Alice and Bob do a normal run of BB84, sniffing on the authenticated public discussion and doing passive eavesdropping to make Alice and Bob abort the protocol and abandon the key. Before Alice and Bob restart again, Eve can — thanks to unlimited computing power — extract or simply guess-and-check the authentication secret, so as to perfectly impersonate Alice and Bob as person-in-the-middle during their next trial to do BB84. If Alice and Bob decide to use another authentication secret this time, Eve will fail the authentication but will have further data to learn more authentication secrets, until Alice and Bob eventually run out of local keys. Thus, Eve has a good chance to succeed ultimately.

Even if a universal hash function is in charge (see [36] for a recent proposal), the universality condition and the fact that strings of arbitrary length are hashed, both guarantee the existence of more than one possible key (hashes) that would produce the given result. Thus, the residual uncertainty about the authentication secret remains strictly positive. However, this residual uncertainty is not necessarily retained in cases where consistency with three or more MACs is demanded.

Therefore, it appears not too restrictive to assume that Eve cannot recognize the pseudorandom part in $(b_n)_{n \in \mathbb{N}}$ from the truly random portion, as neither the number nor the position of the pseudorandom bits is known. In other words, if $N$ bits have been used, then Eve would have to test all $2^N$ subsets against their complements. However, even if she succeeds and recognizes which bits are the pseudorandom ones and how they have been created (i.e., if she finds the proper keys and preimages to the hash-values), this information becomes available too late, as the relevant protocol phase has been completed by this point.

Let us compute the likelihood for Alice to tell Bob the correct values, although Bob ran BB84 with Eve who impersonated Alice. Hence, the chances for Eve to remain undetected equal the likelihood for Alice’s and Bob’s pseudorandom sequences to entirely match by coincidence. We compute this probability now.

Let $X_1, \ldots, X_n$ be the random variables (position and value) corresponding to Alice’s pseudorandom part in $(b_n)_{n \in \mathbb{N}}$. Likewise, let $y_1, \ldots, y_n$ be what Bob expects these values to be upon Alice’s response to his authentication request. Define the random indicator variable $\chi_k = 1 : \iff X_k = y_k$, for $1 \leq k \leq n$. Bob buys Alice’s claimed identity if and only if $\sum_{k=1}^n \chi_k = n$. Hence, we look for a tail bound to $S_n := \sum_{k=1}^n \chi_k$ in terms of $n$.

By construction, the sequence $X_1, \ldots, X_n$ is identically but not independently distributed. More precisely, each realization $X_k$ of $X_k$ points to a position $p_k$ and value $v_k = b_{p_k}$ expected at this position, where position and value are stochastically independent.
So, let us compute the likelihood that Bob finds the expected bit at the told position, i.e.,
\[
\Pr[X_k = y_k] = E[\chi_k] = Pr[b_{pk} = v_k]
\]
Since each \( b_i \) in the sequence \( (b_i)_{i=1}^n \) is uniformly distributed irrespectively of its particular position, we get \( \Pr[b_{pk} = v_k] = 1/2 \). Hence, as \( E[\chi_k] \) is bounded within \([0, 1]\) and the expectations of all \( E[\chi_k] \) are independent (although the \( \chi_k \)’s themselves are indeed dependent as emerging from a deterministic process), we can apply Smith’s version [37] of the Hoeffding-bound to obtain
\[
\Pr[S_n - E[S_n] \geq \varepsilon] \leq \exp\left(-\frac{2\varepsilon^2}{n}\right). \tag{5}
\]
Applied to the event \( S_n \geq \varepsilon + E[S_n] = n \) and considering \( E[S_n] = \sum_{k=1}^n E[\chi_k] = n/2 \) we may set \( \varepsilon = n/2 \) to conclude that a pseudorandom sequence constructed from random, i.e., incorrect, authentication secrets, will make Bob accept with probability
\[
\Pr[\text{all } X_n \text{ match|incorrect seeds}] = \Pr[S_n \geq n] \leq e^{-n/2}. \tag{6}
\]
Now, we can compute the overall probability of a successful impersonation from the law of total probability. Eve will successfully convince Bob to be Alice, if any of the following two events occur:

\( E_1 \): She correctly guesses the authentication secrets, in which case Bob’s reconstructed pseudorandom sequence matches his expectations. Thus, 
\[
Pr[all \ X_n \ match|correct seeds] = 1,
\]
however, 
\[
\Pr[E_1] = 2^{-O(t)},
\]
since the authentication secrets are chosen independently at random and have bitlength \( t \) (implied by the security parameter).

\( E_2 \): She incorrectly guesses the authentication secrets, and thus presents a “random” pseudorandom sequence to Bob. The likelihood of success is bounded by (6), and the likelihood for \( E_2 \) to occur is \( 1 - 2^{-O(t)} \).

The law of total probability then gives
\[
\Pr[\text{Bob accepts}] = \Pr[\text{all } X_n \text{ match}] = \Pr[all \ X_n \ match|E_1] \Pr[E_1] + \Pr[all \ X_n \ match|E_2] \Pr[E_2] \leq e^{-n/2}(1 - 2^{-O(t)}) + 2^{-O(t)} \leq 2^{-O(t+n)}, \tag{9}
\]
where \( n \) is the number of pseudorandom bits embedded, and \( t \) is the security parameter (bitlength of authentication secrets).

VI. Evaluation

For the evaluation we used two common low level machines, each one Intel i5-3470 CPU, having four cores running at 3.20GHz, 3GB memory, 48 GB hard disk and Debian 8.2 as operating system. The machines have been connected using standard Ethernet with an average round trip time of 0.017 milliseconds.

We implemented the proposed protocol on a branch of the current available AIT QKD R10 software stack V9.9999.7 [38]. This Open Source software contains a full featured QKD post processing environment containing BB84 sifting, error correction, privacy amplification and other steps necessary.

For the development at hand the protocol was built full-duplex, i.e., BB84 basis comparison is run with separately added authentication bits both ways: Alice and Bob choose their \( v_i, p_i \) independently and add this information to their base strings before transmission to their peer. A second message exchange emulates the second auxiliary channel by sending \( k_v, k_p, v_0, p_0 \) to the peer.

We used a \( GF(2^{32}) \) with \( P(x) = x^{32} + x^7 + x^3 + x^2 + 1 \) as irreducible polynomial to construct a universal hash family \( \mathcal{H} \), with members \( H_c \) acting on this finite field. For hashing a message \( M \) under a secret \( k = (k_1, k_2) \in \{k_p, k_v\} \), we split into chunks of equal size \( M = m_1 || m_2 || \ldots || m_n \) with \( |m_i| = 32 \). Using the partial key \( k_1 \), we calculate a tag \( t = m_1 k_1 + m_2 k_1^2 + \ldots + m_n k_1^n \) within the finite field using polynomial multiplication. For the message, we take the current values \( p \) and \( v \), respectively, and the result of the hashing under \( k \) is \( H_k(M) = t \oplus k_2 \), where \( \oplus \) denotes the bitwise XOR (cf. [39]).

The experiment has been done with raw data grabbed from the current setup of the AIT’s QKD-Telco project [40]. The QKD-Telco aims to integrate quantum key distribution in telecom networks to provide a modern, trustworthy ICT infrastructure. This is an approach to use DWDM (Dense Wavelength Division Multiplexing) communication as an seamless integration of QKD systems in existing and next-generation metro-access architectures. The measurement data consisting of 64 Bit photon detector timestamps sums up to 4.7 GB data covering a timespan of nearly 5465 seconds.

For a practical evaluation, we drained a total of 3, 272, 234 bits from the BB84 implementation, including a total of 375, 142 pseudorandom authentication bits embedded in the string. Call \( s_n \) a bitstring with authentication data in it, as opposed to s denoting a bitstring without such data (e.g., as obtained from a plain BB84 execution). From our experiment, we directly obtained \( s_n \), and constructed the string \( s \) by replacing the pseudorandom bits (at the known positions) with truly random ones picked from the same string (to have these obey the same randomness in terms of distribution as the remaining string). The replacement bits were removed from both strings later on, to obtain strings \( s'_n \) and \( s'' \) of equal length, which differ only in those positions where pseudorandom bits were inserted in \( s'_n \). So, the only differences between \( s'_n \) and \( s'' \) are due to the pseudorandom bits. Figure 2 summarizes the details.

To measure how much difference is noticeable in information-theoretic terms, we evaluated the Kullback-Leibler divergence \( KL(s'_n[1 : n], s''[1 : n]) = K(n) \), where the notation \( s[1 : n] \) denotes the first \( n \) bits of the string \( n \). Figure 3 shows the plot, illustrating that the difference comes
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For a second experiment, we divided the total string $s'_a$ and $s'$ into consecutive chunks of 70 bits (after additionally removing bits that were marked as measurement errors). From the so-obtained set of strings of 70 bits each, we computed the empirical joint distribution of 70 bits with and without authentication data in them. Let $b_a[i]$ and $b[i]$ for $1 \leq i \leq 70$ denote the $i$-th bits from the chunk/string with and without authentication data, respectively, then the difference was measured by $\max_{1 \leq i \leq 70} |\Pr(b_a[i] = 1) - \Pr(b[i] = 1)| \approx 0.01414979 < 1/70 \approx 0.01428571$. Thus, the change in the empirical distribution due to the pseudorandom authentication data is numerically less than 1 bit different over 70 trials (consequently, both empirical distribution seemingly converge to the uniform mass function $1/70$ as the number of chunks approaches infinity). However, even if distinguishing a plain from an authenticated BB84 would be effective based on empirical distributions, the problem of where the pseudorandom bits are located remains; based on the quality of the universal hash function being used, this problem should remain practically infeasible.

VII. CONCLUSION

a) Application to other QKD Protocols: The methodology that we described in this article is integrating pseudorandom sequences into the randomly chosen bit strings defining the basis choice for Alice and Bob. Thus, the technique is partly unrelated to the protocol executed between Alice and Bob. We focused on the BB84 protocol in sections IV, V, and VI but the general idea can, in principle, also be applied to other QKD protocols described in Section III.

For the B92 protocol, the number of quantum states representing classical bits is reduced, compared to the BB84 protocol, from four to two states. As pointed out in Section III-B, this leads to indeterminate outcomes, which have to be deleted before Alice and Bob can perform the error correction and privacy amplification. Thus, our methodology can in principle also be applied for the non-orthogonal states of the B92 protocol. Nevertheless, one challenge comes up when results have to be deleted, which corresponds to the pseudorandom bits required for authentication. Since no measurement result is available in this case, Alice and Bob have to compensate somehow for the missing bit.

Additionally, an application of the third orthogonal basis, as in the six-state protocol (cf. Section III-C), does not represent a big change to our authentication scheme. The choice of all three bases is still relying on a random sequence where additional pseudorandom elements can be integrated. Due to the fact that Alice and Bob have to choose between three bases instead of two, simple bit strings representing the basis choice will not be sufficient any more (i.e., one bit can only represent two different bases). Under the obvious changes, our authentication method can be applied as described in this article. It remains to investigate whether the reduced efficiency of the six-state protocol [23], which is due to the three bases, also affects the efficiency of our authentication process.

Finally, our authentication scheme can also be integrated into “prepare and measure” protocols using entangled states instead of single photon sources. This explicitly holds for the BBM92 protocol, since the measurement bases are the same as in the BB84 protocol. Hence, the introduction of additional pseudorandom bits in to the bit string defining the basis choice analogously follows the way described in Section IV and all computations can be performed alike.

b) Summary and Outlook: Authentication is a crucial issue for quantum key distribution and can be tackled in several ways. Traditionally, this matter is handled by authentication based on strong symmetric cryptography, which makes shared secrets necessary in the standard setting. These shared secrets can, however, be replaced by assumptions on the availability of additional communication channels, similarly as in multipath communication. Indeed, by having the peers in a BB84 protocol embed pseudorandomness in their qubit stream, we can use out of band authentication in a straightforward form to secure a BB84 execution. Our treatment here so far does not account for measurement errors, say when a pseudorandom qubit goes lost (recovery from measurement errors may be easy upon simply discarding lost qubits from the check; at the cost of taking more pseudorandom bits accordingly). These would have to be discarded from both lists (Alice’s and Bob’s pseudorandom sequence) upon the checking of the authentication data. For the experiments, we discarded erroneously measured bits for simplicity.

As the experimental evaluation showed, there was no noticeable difference between an authenticated and a non-authenticated BB84 qubit stream in the first phases. However, our variant of BB84 detects person-in-the-middle attacks at a much earlier stage than competing schemes, which do that along the public discussion phase. Thus, efficiency is also gained by earlier termination of the protocol. The most important aspect of our proposed variant is the avoidance of pre-shared secrets, however, which technically turns BB84 from quantum key growing into quantum key establishment.
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Abstract—Advanced Persistent Threats impose an increasing threat on today's information and communication technology infrastructure. These highly-sophisticated attacks overcome the typical perimeter protection mechanisms of an organization and generate a large amount of damage. In this article, we introduce a generic ICT meta-risk model implemented using graph databases. Due to its generic nature, the meta-risk model can be applied on both the complex case of an APT attack as well as on a conventional physical attack on an information security management system. Further, we will provide details for the implementation of the meta-risk model using graph databases. The major benefits of this graph database approach, i.e., the simple representation of the interconnected risk model as a graph and the availability of efficient traversals over complex sections of the graph, are illustrated giving several examples.
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I. INTRODUCTION

Based on a practical use case of a real-life Advanced Persistent Threat (APT) lifecycle, we showed in a recent article [1] how this type of attack can be tackled by a generic information and communication technology (ICT) meta-risk model using graph databases. In the present article, we will extend our preliminary work and show how the meta-risk model can be applied in a different context, i.e., a physical attack scenario.

Although internal attacks can be seen as today's biggest threat on information security [2], in practice, information security officers still put great emphasis on perimeter control. The internal area of a company's ICT network, e.g., the demilitarized zone (DMZ) or the intranet, is secured based on standard technical guidelines demanding, e.g., the logical separation of a network into subnetworks according to specific security requirements [3]. Nevertheless, the effort invested in monitoring the internal network is moderate. Intrusion detection and prevention systems are cost and time consuming and require a large amount of administration. Recent attack strategies like APTs take advantage of this lack of internal control.

The term APT summarizes a family of highly sophisticated attacks on an ICT network or infrastructure. Usually, an APT runs over an extended period of time with the objective to steal data and maintain presence indefinitely without being detected. A continuous access allows collecting new data as it emerges, extending the achieved foothold over time, and using the site as a jumping point for the attack on other facilities. The adversary – usually a group of people – has a large amount of resources at hand and applies the whole range of digital, physical and social attack vectors to gain access to a system. The attack is specifically designed for a particular victim, i.e., a company or an organization, such that common security measures can be circumvented effectively. Thus, the adversary stays undetected over a long period of time. One particular technique recurrently used in APTs is social engineering, which exploits the human factor as a major vulnerability of an ICT system. Potential countermeasures, like increasing the staff's awareness concerning ICT security threats via training courses, are not very common. According to a Ponemon study [4], about 52% of the interviewed organizations do not offer respective training courses for their employees.

In the course of the last decade, APTs became one of the most significant kinds of threats on information security, causing a great number of security incidents all over the world [5]. Besides the most prominent APT attack, the application of the malware Stuxnet in an Iranian nuclear
power plant, a number of other APT attacks have become known, e.g., Operation Aurora, Shady Rat, Red October or MiniDuke [6][7][8]. As it is shown in the Mandiant Report [5], some adversaries even have a close connection to governmental organizations. The former director of the US cyber command, General Keith Alexander, referred to the currently occurring industrial espionage and theft of intellectual property as "the greatest transfer of wealth in history" [9]. In Europe, the disclosures of Edward Snowden [10] have drawn great attention to this issue. Based on current numbers from cyber-crime reports, which show the growing amount of damage [11][12], it is distressing how poorly evolved today's countermeasures seem to be.

This article focuses on the implementation of a generic ICT meta-risk model that can deal both with the described issues and can be applied on conventional ICT security use cases as well – e.g., a physical attack on a building with the aim to gain access to some information. The implementation of the meta-risk model is based on graph databases and social network analysis concepts to provide a perspective that can focus on a specific aspect (node) and its influences (relationships). From a technological perspective, the advantages of the chosen approach are demonstrated, in particular concerning aggregation of exposures, risks, etc. Therefore, different types of assets, e.g., organizational aspects like processes and personnel, ICT components like IT systems and logical networks, and physical infrastructure objects, serve as examples of assets that are attacked in fictitious, but realistic ways.

In detail, after a short overview of related work on graph-based models in Section II, Section III sketches the different steps of an APT attack for a fictitious scenario to illustrate the basic principles of this family of threats. Section IV introduces the theoretical background and the development of the generic ICT meta-risk model depicted as a graph model. The subsequent Section V shortly discusses the pros and cons of an implementation via graph databases vs. relational databases. Sections VI and VII show the modeling of the two use cases introduced in this article, the APT and the physical attack scenario. Section VIII provides a detailed description of how the generic risk model is implemented using a graph database. Finally, Section IX summarizes the results.

II. RELATED WORK

Whereas the internationally widely spread ISO 31000 standard [13] provides generic guidelines for the design, implementation and maintenance of risk management processes throughout an organization, the ISO/IEC 27005 standard [14] specifically focuses on information security risk management. In [15], this standard is taken as a basis and extended by the introduction of iteratively calculated management measures, indicators and expert knowledge, as well as the possibility to integrate sensors for automation purposes. The resulting continuous information security risk management model (cf. Figure 1) is also demonstrated and verified by a prototype and provides a framework for extendable sensors. This framework can be used to continuously gather security relevant attributes having a high impact on the overall model, derive security metrics and indicators based on ISO/IEC 27004 [16] and enable adaptable knowledge management approaches to infer risk factors of a risk assessment model. In the KIRAS project MetaRisk [17], the approach of [15] is connected with meta-models for organization planning and control to derive a comprehensive enterprise risk management system referred to as meta-risk model. Additionally, a graph-based implementation has been introduced, which allows the visualization and semi-heuristic handling of complex relationships in a schema-free form.

Figure 1. Extended ISO/UEC 27005 risk management process.
In general, graph-based models are used to capture relations among system entities at various abstraction levels. In [18], Chartis Research advises the introduction of graph analytics (based on graph databases) to the risk management activities of financial institutions so that they can discover so far unknown risks by revealing interconnected risk patterns. In [19], graph-based representations are applied in the area of risk management for critical infrastructures (CI). Bayesian Networks are used to learn (or simply estimate) CI service risks and their interdependencies. Additionally, a risk prediction is introduced and a case study to validate the model is carried out. However, some of the model’s features, like risk prediction and the handling of cyclic dependencies, could not be verified because they simply did not occur during the run-time of the case study. In contrast to the work presented in this article, the main goal of the approach in [19] is to identify an abstract set of variables and their dependencies based on system measurements and it is for this purpose that graph-based representations are introduced. The direct use of graph databases is not foreseen or discussed in [19].

The continuous risk management process depicted in Figure 1 essentially consists of four main steps, which are performed iteratively (cf. in particular with the additional parts to the standard version on the right side of Figure 1 referred to as Knowledge Management). These steps are the business value analysis, the scenario analysis, the threat analysis and the relation analysis (further described in Section IV. All risk-relevant measures and events available within an organization can be integrated in the continuous risk assessment process by repetitively identifying these measures (categorized and compressed according to ISO/IEC 27004 [16]) and evaluating them with respect to indicators. The input of formally defined expert knowledge ensures a continuous update of the used risk factors and their corresponding indicators. The development and application of sensors for an ongoing collection of relevant data leads to a higher degree of automation.

In this article, we introduce the explicit usage of graph databases and combine it with the aforementioned, already existing risk scheme retrieved mainly from the IT-Grundschutz catalog described in [15]. This approach has initially been shown in [1] and is extended here with a conventional use case implementation for physical information security. However, many important extensions have been made to this scheme to derive a much more generic model. The presented approach enables a measurable iterative increase of the depth of the risk analysis on all the analysis levels as well as an improved risk treatment. It enables the setup of an appropriate balance between required effort and obtained risk coverage. Furthermore, using the approach, cascading risks can be represented in a straightforward way that allows us to run easily through a typical APT attack scenario. The underlying model and functional assessment concept presented in this article, excluding the usage of a graph database for data manipulation, have been demonstrated in [20], although with the use of a relational database.

Before going into more detail on the description of the meta-risk model in Section IV and its implementation in Section V, we will present the general APT use case scenario we will rely our further discussion on.

III. APT SCENARIO

In [5], the US security company Mandiant describes the typical lifecycle of an APT attack based on an analysis of how a Chinese cyber espionage group infiltrated several companies in the US and worldwide. In the following, the different steps in this APT lifecycle are briefly sketched to give an overview on the basic operations of an APT attack (cf. Figure 2). To provide a better illustration of the scenario, a fictional research facility, Biomedical Research, is used. It consists of four research laboratories with increasing degrees of security requirements (Biosafety Level 1-4) located in physically separated buildings. Additionally, the research facility runs two data centers, one located in the research building itself, and the other, which works as a backup, located at a distant administrative building. The information most valuable for an attacker is assumed to be hosted in Research Laboratory FL4, which is the one with the highest security level, or in one of the data centers. Based on this setting, a generalized APT attack can be outlined in eight steps.

As a first step, Initial Recon, the adversary tries to gain access to the organization’s ICT infrastructure. Since the terminals in Research Laboratory FL1 are the only ones having full connection to the internet, a user in FL1 would be a primary target for a spear phishing attack (cf. (1) in Figure 1) in order to place a remote backdoor on either of these terminals. A potential user to be attacked can be identified for example using social engineering. In the second step, Initial Compromise, a user in FL1 receives a spear phishing mail and opens the infected attached file (e.g., a ZIP-file). During the execution of the ZIP-file, a basic backdoor (beachhead backdoor, cf. (2) in Figure 2) is installed on the terminal W1. Through this backdoor, a connection to the adversary’s command and control server is established. In a third step, Establish Foothold, this initial connection is used to install a standard backdoor on the compromised terminal, giving the adversary an increased set of possibilities. Hence, the adversary is able to gain foothold at the application server S1 in FL1 (cf. (4) in Figure 2).

The following four steps (steps 4 to 7) are usually performed more than once, until the adversary acquires the desired information. In step 4, Escalate Privileges, the adversary gathers information on valid combinations of user names and passwords inside the internal networks. The attacker also gains additional information about the internal network structure (step 5 – Internal Recon – cf. (5) in Figure 2), potentially including internal authentication information. In the following step 6, Move Laterally, the adversary infiltrates the local data center as well as the backup data center to locate the valuable information. This is achieved using a vulnerability scan on the file servers S7.1 and S7.2 and an appropriate exploit allowing the compromise of both identically configured systems (cf. (6) in Figure 2). As a final step of this recurrent loop, Maintain Presence, all tracks are...
covered up and the adversary silently stays in the victim’s system with an extended foothold (cf. (7) in Figure 2).

The final step, **Complete Mission**, starts when all the target information is collected. Covert channels are established (e.g., using cryptography/steganography) to extract the sensitive information from the file servers (cf. (8) in Figure 2). Afterwards, all traces of the attack are erased.

IV. **SETUP OF THE ICT META-RISK MODEL**

The risk analysis process of the continuous information security risk management model presented in [15] (cf. Section II above) incorporating the knowledge management parts comprises of the following layers or steps:

- **business value analysis** for the systemic representation of all the assets that need to be protected,
- **scenario analysis** (optional) for the representation of high-level dependencies between assets,
- **threat analysis** (optional) for the specific modeling of low-level threat cascades,
- **relation analysis** (automatic) which delivers a combined risk overview over all the modeled scenarios for each asset.

---

**Figure 2. Sample scenarios: APT attack (red), physical security attack (blue).**
The Business value, scenario and threat analysis can be modelled with iterative increase of modelling depth and detail, while the relation analysis automatically incorporates all asset instances modeled. So far, the implementation of the prototype of the proposed general model and thus also of the risk-analysis is largely based on the standards, catalogues and cross references from the BSI’s IT-Grundschutz [15]. The advantage of using the IT-Grundschutz approach is that it delivers an extensive list of IT-related threats, which are already connected with assets, together with safeguards against these threats and roles that are responsible for planning and implementation of these safeguards. Although using it as a basis, our model extends the BSI approach in several aspects, e.g., concerning the view on the protection criteria (i.e., confidentiality, integrity and availability), or the introduction of risk management aspects. In the following, we will describe the four steps of the risk analysis process of our model (cf. also Figure 3).

A. Business Value Analysis

In the first step, all assets of an organization requiring protection have to be identified. This can be done, for example, using the IT-Grundschutz catalog. In this case, the business assets are represented by one or more modules from the IT-Grundschutz. In this context, standard assets are, for example, applications, IT-systems, networks, rooms, and buildings. Additionally, in more complex models also legal entities, organizational divisions, or processes can be taken into account by representing them in the form of modules. In any case, each module has several protection criteria (e.g., confidentiality, integrity, and availability) and is associated with various threats, which, in turn, are related to protection criteria on the one hand, and appropriate security measures to mitigate them on the other hand (cf. Figure 4).

![Figure 3. Analysis layers of the overall model.](image)

![Figure 4. Business Asset Analysis.](image)
The information contained in the interrelations between modules, threats, and security measures is used for the calculation of a value for the exposures of an asset. Thereby, the threat exposure is a function of the likelihood of an attack and the vulnerability of the threatened asset (which largely depends on the maturity levels of the related security measures). Higher level exposures (e.g., module exposure, asset exposure) are aggregated using generic estimation functions (e.g., maximum, sum, energetic sum, etc.). At the asset level, each protection criteria (e.g., confidentiality, integrity, availability, etc.) has an associated requirement level which corresponds with the maximum tolerable impact. By multiplication of protection criterion impact of an asset with its distinct exposure, an asset risk value is obtained for this protection criterion (e.g., availability risk). An overall asset risk value can, for example, be estimated based on the sum of its protection criteria risks.

B. Scenario Analysis

In the scenario analysis [21], the identified business assets are connected with each other. This is done in a structural way, starting from high-level assets (e.g., legal entities or business processes) and going down to more and more specific assets they depend on (e.g., applications, IT systems and networks, buildings and personnel) (cf. Figure 5). Based on the determined dependencies between assets the necessary risk inheritance functions between assets can be set up. Moreover, with the obtained structural knowledge, a business impact analysis [22] can be carried out to identify the protection criteria requirements of each of the assets in various scenarios. In the course of the business impact analysis, a choice of inheritance functions for the protection criteria associated with assets also takes place.
C. Threat Analysis

Building on the aforementioned structural relations describing the risk inheritance between different business assets, a representation of how different threats affect each other can be obtained. Figure 6 schematically presents several such threat cascades between two assets. In detail, the first asset is an ICT system (“Generic Server”) and the second one is an organizational entity (“Security Management”) [24]. From this representation it is easy to see that an “Inadequate Security Management” (T2.66) can lead to several other threats, i.e., “Unauthorized Use of Rights” (T2.7), “Non-Compliance with IT Security Measures” (T3.3), and “Software Vulnerabilities or Errors” (T4.22). By iteratively extending the model of low-level threat cascades between the assets connected during scenario analysis, the estimation model gains knowledge about adapted threat exposures based on required threat predecessors.

D. Relation Analysis

As a final step, to get an estimation of the threat exposure per asset additionally to the scenario-based threat picture, all the risk carrying scenarios that affect a specific asset are aggregated. Further, the protection criteria values coming from the various scenarios are combined per asset. The negative effects of unwanted events on the protection criteria of an asset are a measure of their impact on that asset. By combining the threat exposure with the impact, a risk value can be calculated.

E. ICT Meta-Risk Model

In the course of the MetaRisk project, the approach described above has been further extended to develop a comprehensive ICT meta-risk model. Derived in a combined bottom-up/top-down way, this generic ICT meta-risk model subsumes all the typical components of common risk management models, tools, processes, and control logic. Its central component is a meta-model of an organization, which aims at describing an organization in a holistic way (cf. Figure 7 for a schematic representation and [23] for a more detailed description of the model).

This meta-model of an organization builds upon three layers: a strategic layer, an operative layer, and a layer that subsumes the enablers of the organization. It also includes the organization’s supply chain network. On the strategic level, the overall strategy of the organization is described, together with the corporate compliance, the corporate identity and the development of the organization. These four topics influence the risk management on the highest level, defining the long-term goals of the organization.

On the operative layer, more detailed models can be found. These include the organization’s structural models, i.e., the general setup of the organization, including buildings, machines and other tangible objects, as well as process models describing the activities and day-to-day business of the organization. A special focus is laid on the ICT infrastructure of the organization, since it represents a core feature of every organization and is crucial to achieve the organization’s goals.

The third layer describes the enablers, i.e., all the actors and resources required to perform the organization’s daily business. In this context, actors are usually divided into several groups and types of actors, often specific to the underlying organization, together with their respective roles according to knowledge management. The enablers have to be seen as key factors in the overall risk management process since they can represent threats, targets, and safeguards (i.e., mitigation actions).

Starting from the described generic model of an organization, several standard processes and frameworks for risk assessment and risk management are combined in a bottom-up approach to derive the ICT meta-risk model. Therein, the plan-do-check-act (PDCA) cycle defined in the ISO 31000 [13] represents the reference for the basic process and categorization model. A detailed analysis of several further standards and frameworks has shown that the PDCA cycle works as a robust basis for their integration. Generic modelling requirements outlined in ISO 31000, ISO 27000, ISO 28000 and, e.g., OCTAVE have been used to perform completeness checks on the ICT meta-risk model. Furthermore, several frameworks, primarily the IT-Grundschutz catalogues, COBIT 5 as well as the respective control mappings and goal cascade information, have been integrated as modelling catalogs.
The resulting ICT meta-risk model (cf. Figure 8) can be represented by a graph. It integrates all information required for the modeling and computation of risk objects within an organization. The intended purpose of the generic graph-based ICT meta-risk model is to provide an easy-to-extend and schema-less representation with the ability to interrelate different types of nodes and to aggregate information across affected relationships.

V. PROTOTYPE IMPLEMENTATIONS

In the following, we will describe the implementation details of the ICT meta-risk model in graph databases. The underlying approach covers semi-quantitative analysis steps usually used within risk models applying ISO 27005 [14]. We focus on the interconnections in the graph-based meta-model (cf. Figure 8), their representation in the graph database, and the relation to the implementation of the APT attack scenario and the physical attack scenario therein.

A. Graph Databases

In this work, as architectural background for the implementation of the model, the graph database Neo4j [25] is used instead of a relational database. Graph databases provide the advantage of being able to perform near-real-time traversals and aggregations, efficient topology analyses, and the optimal finding of node neighbors [26]. The retrieval time of graph databases is usually significantly less than that of relational databases [27][28]. Moreover, the graph-based implementation ensures more flexibility for defining relationships between datasets. Whereas relational databases are difficult to extend, in graph databases only a few edges and nodes have to be added to extend the graph. Thus, the adaption and extension capabilities of the generic ICT meta-risk model are supported by the schema-less definition of data in graph databases. For instance, additional information on customer and competitor intelligence, responsibilities, or other quantifiable business data can be easily integrated in the database schema. When using Neo4j, the integrated declarative query language CYPHER [25] supports most of the work. Thus, analysis models with extended and adapted functionality are greatly simplified and the graph-based approach is more efficient than business code migration on the software backend.

In situations, where the data set is quite homogenous and rarely changed, other architectural designs, like relational databases or in-memory databases, may be more appropriate. They also offer more support as well as advantages in the field of maturity. Regarding security, MySQL has an extensive security support based on access control lists. In contrast, graph databases like Neo4j expect a trusted environment.

B. Graph-based ICT Meta-Risk Model

The starting point for the graph-based ICT meta-risk model is the node \textit{Risk Model}. This risk model contains narrative information on the scope of the risk analysis, the goals as well as its requirements. Each risk model has several goals relevant for the analysis attached to it (\textit{Risk Model defines Goals}). For the categorization of these goals we will use the taxonomy coming from the IT-Grundschutz. In detail, the following categories are distinguished:

- \textit{Modules}: applications, IT systems, networks, infrastructure, high-level aspects, etc.
- \textit{Threats}: elementary risks, force majeure, organizational deficiencies, human failure, technical failure, intentional actions, etc.
- \textit{Safeguards}: infrastructure, hard- and software, emergency planning, organization personnel, communication, etc.

The integration of several frameworks into the ICT meta-risk model allows us to use the taxonomy of COBIT 5.0 and to deduce COBIT-specific goals, e.g., stakeholder needs, enterprise goals, IT-related goals. These goals correlate to the exposure of the components in the risk model and therefore affect the relevant protection criteria, e.g., confidentiality, integrity, availability (\textit{Goals translate to Protection Criteria}). Furthermore, the ICT meta-risk model also allows evaluating these protection criteria separately (\textit{Risk Model analyses Protection Criteria}).

Users can be associated to the risk model (\textit{Risk Model requires User}) in specific roles (\textit{User described by Role}) regarding the planning, implementation, and audit of required safeguards (\textit{Role responsible for Safeguard}). Users as well as automatable sensors using pre-aggregated data from external support systems (e.g., security information management solutions or security incident and event management (SIEM) systems) can provide measurements and events to the framework (\textit{User/Sensor provides Event}). Events can be used to trigger workflows (\textit{Event triggers Workflow}), e.g., when a new IT system is detected. The framework also provides a possible inference option between objective measurements and related subjective risk factors using fuzzy indicators (\textit{Event triggers Indicator}) and an expert knowledge system. There might be the following interferences:

- Protection criteria (\textit{Indicator infers Protection Criteria}) meaning that the indicators refer to the estimated damage.
• Threats (Indicator infers Threat) meaning that the indicators refer to probabilities of occurrence
• Safeguards (Indicator infers Safeguard) meaning that the indicators refer to the exploitation potential of vulnerabilities.

In context of some events it can be useful to trigger workflows (Event triggers Workflow), e.g., integrating new vulnerabilities of IT systems into the risk model, which were discovered during scans. In order to support basic risk management functionalities, safeguards can be summarized as organizational actions (Safeguard handled by Action), which can be combined with resources, e.g., personnel, finance, etc. (Action requires Resource) or projects (Action belong to Project). By integrating priorities, return on security investment models can be fed with the results from cost and availability information analyses.

Pre-existing information including goals, boundaries, and requirements are narratively documented within the nodes of the risk model. Risk identification is carried out by the definition of organizational assets (Risk emergency planning, Model involves Asset) that are depicted by modules (Asset described by Module), threats (Module threatened by Threat), safeguards (Threat mitigated by Safeguard), and roles (already introduced: Role responsible for Safeguard). Goals can be defined based on the usual protection criteria (confidentiality, integrity, availability), as well as on requirements derived from other taxonomies. IT-Grundschutz [15] defines a respective risk catalog, providing a categorization by module type (applications, IT systems, networks, infrastructure, common aspects), threat type (basic, force majeure, organizational shortcomings, human error, technical failure, deliberate acts), and safeguard type (infrastructure, organization, personnel, hardware and software, communications, contingency planning). Moreover, additional goals and requirements (e.g., stakeholder needs, enterprise goals, IT-related goals, etc.) coming from different frameworks like COBIT [29] can be integrated using cross-references with IT-Grundschutz. The defined goals correlate with the respective exposure of the components within the risk model, which translate to several risk dimensions (Risk Model analyses Protection Criteria).

Risk estimation is based on the determination of safeguard maturities (supported by additional control questions, Safeguard has question Question), threat likelihoods, and impacts on protection criteria. As a result of estimation, exposures are calculated for assets, modules, and threats separately (Asset/Module exposes Protection Criteria; Threat affects Protection Criteria) (cf. Section 0).

Assets can optionally be related to each other during scenario analysis in order to depict their dependencies (Asset requires Asset). This supports business impact analysis and the option to perform risk propagation between scenario assets. Another optional step is to perform a detailed threat analysis by modeling threat cascades [30] (Threat gives rise to Threat) based on the relationships of the pre-structured scenario model (Asset requires Asset).

VI. MODELING THE APT SCENARIO

In the following, the graph-based model of the APT use case scenario described in Section III is discussed in detail (cf. Figure 9). Assets (blue ovals) are modeled by requires dependences, which can be identified by a scenario analysis. The resulting structure defines the top-down inheritance between sub-systems and, at the same time, serves as default path for potential bottom-up threat cascades (gives rise to). Assets are connected to IT-Grundschutz modules (yellow hexagons) [15], where the referring relation is described by. Threats (red trapezia) are linked to assets by threatened by relations and associated with security measures (green rectangles) by mitigated by relations. For the purpose of a detailed analysis, available threats can be combined to threat cascades via gives rise to relations. The business impact analysis model (described by) and the IT-Grundschutz taxonomy itself indicate how these cascading paths might look like. This approach of modeling cascades might not address all of the potentially existing correlations, but it provides an easy way of dealing with chained probabilities.

When looking in detail at the APT attack scenario as described in Section III, we see that initially a user opens a spear phishing mail at the Terminal W1 (Module M 3.201 General client). This is an exploitation of the organizational threat T 3.3 Non-compliance with IT security measures, which is connected with the following security measures:
• S 2.23 Issue of PC Use Guidelines
• S 4.3 Use of virus Protection Programs
• S 4.41 Use of appropriate security products for IT systems

Afterwards, at the corresponding terminal server S1 (Module M 3.305 Terminal servers) a standard backdoor is installed. This is possible because of the threat T 2.36 Inappropriate restriction of user environment, which could have been addressed by the following security measures:
• S 2.464 Drawing up a security policy for the use of terminal servers
• S 4.365 Use of a terminal server as graphical firewall
• S 4.367 Secure use of client applications for terminal servers

Having gained access to the Terminal server S1, a software vulnerability scan is performed, helping the attacker to exploit the threat T 4.22 Software vulnerabilities or errors at the File server S 7.1 and, later on, at the file server S 7.2 (Module 3.109 Windows Server 2008). In the analyzed use case, the following security measures were not properly implemented:
• S 2.32 Establishment of a restricted user environment
• S 2.491 Use of roles and security templates under Windows Server 2008
• S 4.417 Patch Management with WSUS under Windows Server 2008 and higher
• S 4.419 Application control in Windows 7 and higher by means of AppLocker
At the same module, the follow-up threat $T_{5.71}$ Loss of confidentiality of classified information can be triggered, which is addressed by the following security measures:

- **S 2.32** Establishment of a restricted user environment
- **S 2.370** Administration of access rights under Windows Server 2003 and higher
- **S 2.491** Use of roles and security templates under Windows Server 2008
- **S 4.277** Protection of SMB, LDAP, and RPC communication under Windows Servers

In order to perform quantitative analyses, the risk inheritance between different components can be modeled by appropriate functions, e.g., maximum, sum, product, or minimum. More complex normalized, weighted, or bounded variants are also applicable. Possible candidates for the latter are weighted weakest link or prioritized sibling [20][31].

**VII. MODELING THE PHYSICAL SCENARIO**

In this section, it is shown that in an analog way to the ATP attack example, the ICT meta-risk model can also be used to describe and evaluate a physical attack scenario. Therefore, the use case discussed below models a typical physical environment of an ICT infrastructure. This scenario is also depicted in Figure 2. A layered architecture is assumed, i.e., the relevant ICT infrastructure is located within a building, the building is located on the grounds of a company, and the company is protected by a specific perimeter.

A graph-based illustration of this scenario, similar to the one of the APT scenario in Figure 9, is given in Figure 10. Therein, the relevant assets are represented by blue ovals and modeled by _requires_ dependencies. The associated modules (yellow hexagons) do not correspond to modules from the IT-Grundschutz anymore, but can still be treated as such by the ICT meta-risk model. Thus, each module is linked to threats (red trapezia) by the _threatened_by_ relations, and threats themselves are linked to mitigation actions (green rectangles) using the _mitigated_by_ relation.

In the physical security use case, just as in the APT use case, the ICT meta-risk model allows the representation of threat cascades using the _gives_rise_to_ relations. Thus, the cascading effects of a threat as well as different attack variants affecting various assets (physical objects) can be modeled. Accordingly, not only the analysis of unrelated individual risks of single objects can be achieved but also that of threat cascades and the risks of whole attack chains.

As shown in Figure 10, an attacker who wants to enter a building has to overcome the perimeter protection first. This can be mitigated, for example, by the following safeguards:

- **Protection against climbing over** (e.g., using a barbed wire on top of a fence)
- **Patrols** (i.e., security guards walking around the area to spot trespassing)

If no physical barrier is present, an attacker could simply cross the perimeter line. This could be mitigated for example by the security measures

- **Surveillance** (e.g., using CCTV cameras at the perimeter line)
- **Guard** (e.g., located at a gate to the area)

If the perimeter is not well-protected by these security measures, both above mentioned threats will give rise to the threat Crossing the grounds. To mitigate this threat, two possibilities are given

- **Identity badges**
- **Patrols** (as described above)

If an attacker can overcome the area around the building, there are several ways to enter it. Thus, the threat Crossing the grounds gives rise to five new threats, i.e.,

- **Unauthorized entry into building (via door)**
- **Break-in door**
- **Break-in ground floor**
- **Break-in upper floor**
- **Break in lower ground floor**
For each of these threats, a number of safeguards are exemplarily given. One safeguard can be used to mitigate several of the above threats. For example, the safeguard Patrol is effective against all the threats. Other security measures could be

- **Sensors**
- **Locks**
- **Burglarproof doors and windows**
- **Avoidance of scaffolding**

Usually, the representation of the threatened objects (assets/modules, threats, safeguards) follows a risk inheritance model based on an instantiated structure similar to a fault tree. Such an implementation is based on master-scenario assets and the dependencies representation of the different branches of the attack tree is done as a nested set of a relational database. This approach described above is appropriate for the representation of different scenarios.

However, the physical scenario requires an individual definition and maintenance of the attack vectors, following separate paths for each variant. Consequently, such attack variants like trespassing/crossing the perimeter on the ground floor must be defined and maintained separately for the upper floors of the building.

To overcome this problem as well as to solve the basic requirement for a simple combination of risk information, the advantages of an implementation in a graph database (as described in Section V above), where nodes, relationships and attributes are provided, can be used. Additionally, the schema-less representation of a graph database simplifies extensions of the model. By applying graph operations, structures, traversals and aggregations can be easily extended as well. These advantages can only be achieved by switching to a representation within a graph database.

Based on the described threats within the physical security example and following the _gives_rise_to_ relations of the ICT meta-risk model, the model will not only indicate one single but several potential threat cascades for the physical security use case (in Figure 10, we highlighted only one of them). Thus, due to the graph-based nature of the model, a large number of attack vectors can be described in a rather simple way. To compute a quantitative score for the risk analysis, the risk inheritance has to be modeled by appropriate functions (as already described in Section IV above).

### VIII. Results

In this section, it is demonstrated how the presented risk analysis approach can be used to derive (semi-)quantitative results (e.g., annualized loss expectancy (ALE) risk) based on semi-quantitative inputs (e.g., safeguard maturity levels according to the Capability Maturity Model Integration (CMMI) framework: 0.. Incomplete, 1.. Initial, 2.. Managed, etc.). By using graph databases as model environment, the writing of complex business code for risk estimation can be avoided by performing the required assessments using CYPHER statements.

The outlined risk estimation method is a simplified variant of the method defined in [20]. The general view is that vulnerabilities of assets can be exploited by threat sources resulting in negative impacts on protection criteria. Thus, for risk estimation, the vulnerabilities of assets are explicitly taken into account; however, instead of using them directly, they are substituted by maturity gaps of safeguards.

This results in risk as a function of the likelihood of the occurrence of a threat, the maturity gap of an associated safeguard, and the impact that the unwanted event has on protection criteria (cf. (1)).

\[
R := f (T_{likelihood} \cdot S_{maturity\ gap} \cdot I_{protection\ criteria})
\]

(1)

In an initial step, the safeguard requirements are derived from goals and estimated using maturity levels (from [0...5]). The product of the maturity gap (i.e., 1+maturity gap to evade division by zero) and the safeguard priority (from [1...4]) gives an estimation of the safeguard exposure (from [1...24]) (2). Additionally, the relation to the potential maximum exposure (based on the current goal definitions) is also calculated (cf. (3) (4) and Figure 11).
safeguard exposure = (1 + maturity goal – estimated maturity) * safeguard priority

safeguard exposure max = (1 + maturity goal) * safeguard priority

safeguard exposure % = safeguard exposure / safeguard exposure max * 100

threat exposure max = likelihood (high) * MAX (safeguard exposure max)

threat exposure % = threat exposure / threat exposure max * 100

Figure 11. Listing for the calculation of safeguard exposures.

After all safeguard exposures are calculated for each asset, the threat likelihoods are estimated for a specific timeframe (from [0…1], however, to simplify the Cypher code, the null value is excluded to avoid a potential division by zero).

In a next step, the threat exposures are calculated. The threat exposure (from [0…20]) depends on the estimated likelihood (from [0…1]) and a function of its safeguard exposures (cf. (5)(6)(7) and Figure 12). For reasons of simplicity, here, the maximum function is used. In order to assess estimation variances, it may be appropriate to estimate the threat likelihood risk-averse (likelihood high) and risk-affine (likelihood low). Based on the calculation of current and potential maximum events, the risk factors within the model can be described either absolutely or relatively.

\[
\text{threat exposure} = \text{likelihood(low)} * \text{MAX(safeguard exposure)}
\]

Figure 12. Listing for the calculation of threat exposures.

The threat exposures of all threats that have no incoming gives rise_to-relationships are calculated first. The reason why the exposures of all uninfluenced threats are calculated initially is because no other threats have an effect on them (business impact analysis does not allow cyclic models). After having calculated the threat exposures of all uninfluenced threats, the threat likelihood of all influenced threats (gives rise_to-relations) can be updated based on the likelihood of their predecessors (chained likelihood). The calculation will be triggered as soon as all predecessors have been calculated. For reasons of simplicity, this is done by a simple multiplication of the original likelihood of the threat and the maximum of the likelihoods of its predecessors. Of course, a more complex function (weighting) representing the relative exposure of the threat to its influences can be used. In the following example (cf. Figure 13), the originally estimated likelihood of threat 'y' is multiplied with the maximum of all its incoming gives rise_to-likelihoods.

Figure 13. Possible aggregation of exposures on asset-specific protection criteria (here: confidentiality).
After the likelihood update of all threats with incoming gives rise to-relations is finished, the remaining threat exposures can be calculated.

Depending on the desired level of detail, threats can be assessed individually or as generalized protection criteria related to assets (asset exposures), as illustrated in Figure 14. By extending the graph model, arbitrary aggregation layers can be defined. Here, to simplify the outlined use case, asset exposures are aggregated based on the maximum principle and risk is estimated based on the annualized loss expectancy (ALE) formula (cf. (8) and Figure 15). Again, additional lower and upper bounds could be integrated to express variance.

\[
\text{asset risk} = \frac{\text{estimated impact} \times \text{MAX (threat exposure \%) / 100}}
\]

(8)

Figure 14. Listing for the likelihood update of influenced threats.

match (a:USE_CASE:Asset{name_de:'x'})
  -[r1:described_by]->(b:USE_CASE:Module{name_de:'x'})
  -[r2:threatened_by]->(c:USE_CASE:Threat)
  -[r3:gives_rise_to]->(d:USE_CASE:Threat{name_de: 'Threat y', module:id:2})
with max(c.likelihood) as trigger_likelihood,
  d.likelihood as original_likelihood, d
set d.original_likelihood = d.likelihood * trigger_likelihood
return d

Figure 15. Listing for the calculation of asset exposures and annualized loss expectancy (ALE) risks.

IX. CONCLUSION

This article describes how a generic ICT meta-risk model benefits from the qualities of a graph-based implementation, especially from the features of schema-less information, which can be parametrized based on the individual requirements of the organization, near-real-time traversals and flexible definitions of relationships between nodes, and the ability of easy model extension. A representative APT scenario is described to demonstrate a practical application of the presented ICT meta-risk model. The consideration of cascading risk effects, including human-based information system vulnerabilities, is a necessary prerequisite for an effective defense against APTs, which exploit the full range of attack vectors, from social over digital to physical. Consequently, a second use case introduced in this article illustrates an application of the ICT meta-risk model on a physical security attack. In general, the generic nature of the model allows addressing all kinds of threats - from the cyber over the physical to the business realm - and their dependencies.

The presented approach shows the application of a combination of several analysis steps and different parts of existing methods, e.g., morphological matrices, fault-tree- and event-tree-analysis, scenario analysis, threat analysis, system decomposition, and functional relationships [32]. The advantages of the presented combined approach are, for example, the possibility to focus on special requirements of information security and to cover a broader range of analysis depth and detail. These features cannot be achieved by using the previously mentioned methods on their own. The introduced scenarios are represented as a particular instance of a graph-based implementation of the generic ICT meta-risk model. The relevant risk components, which can be easily integrated into the graph-based ICT meta-risk model, are provided by widely-accepted ICT risk frameworks, most importantly by IT-Grundschutz. The defined relations between relevant risk components within this framework give an excellent starting point for possible paths that potential cascading risk effects might take.

From a technical point, for modeling and inference analysis of threat cascades, the graph-oriented database Neo4j with its query language CYPHER was used. Threat cascades and their relations can be visualized by graph databases in a more optimized way compared to relational databases. The schema-less data model of graph databases allows an easier adaption during the modeling process and the application of traversals to integrate calculations without modifications of the business code. However, with regard to the correctness of the results, the domain has to be specified and defined with a low level of uncertainty, and the level of detail of the risk factors has to correlate with the granularity of the results to guarantee a consistent distribution of risk values. Within the discussed use cases, uncertainty resulting from subjective assessments, or inconsistencies and errors in modeling depth is not dealt with explicitly. It can be addressed, like any other aspect, by introducing semi-quantitative descriptors (e.g., assessment uncertainty, etc.), which can be aggregated within the graph model similar to other variables.
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Keywords—Vehicular Ad hoc Networks; Vehicle-to-Vehicle Communication; Vehicle-to-Infrastructure Communication; Intelligent Transport System; Public Key Infrastructure

I. INTRODUCTION

Vehicle-to-vehicle (V2V) and vehicle-to-infrastructure communication (V2I) (consolidated V2X) has been discussed intensively in recent years. To specify use cases and prepare the necessary standardizations for the V2X communication, the Car2Car Communication Consortium was initiated by European vehicle manufacturers, equipment suppliers, research organisations and other partners.

The wireless communication technology for cooperative V2X communication is based on the IEEE 802.11p standard. A frequency spectrum in the 5.9 GHz range has been allocated on a harmonized basis in Europe in line with similar allocations in US. The necessary specification and standardization in Europe is done by the European Telecommunications Standards Institute (ETSI). This includes the security standardization as well.

The ETSI standards for intelligent transport systems (ITS) specify a basis set of applications, like emergency vehicle warning, traffic light optimal speed advisory or co-operative local services (e.g., automatic access control and parking management). Different types of messages are defined for information exchange to support these use cases (see Section III). According the ETSI specifications messages shall be digitally signed by the sender (vehicles or roadside stations) to guarantee message integrity and authenticity. In order to issue and authenticate the corresponding cryptographic keys a suitable public key infrastructure (PKI) has to be established.

A first analysis of the current ETSI specifications and a proposal for a PKI, which regards the needs of infrastructure authorities and vehicle manufacturer was given in [1].

The first milestone in applying this technology in a realistic setting was the SimTD project with more than 100 vehicles equipped with V2V communication technology in the Frankfurt area in Germany in 2012 and 2013, see [2]. In a next step, the V2X technology will be deployed in large scale intelligent mobility infrastructure projects, for example, SCOOP@F [3] in France and the C-ITS corridor Rotterdam-Frankfurt-Vienna [4]. The main objective of the C-ITS corridor project is to increase road safety and provide the basis for an improved traffic flow.

In the C-ITS project roads work warning trailers are equipped with a digital gateway (RWWG) to communicate with the bypassing vehicles.

Two services are planned in the C-ITS corridor project:

- Send warning information via the road works warning gateway to the vehicles within the radio range. This message can be displayed in the infotainment device of the vehicle to inform the driver about the existing road works. So, the driver will be informed about the existing road works much earlier than today.
- Collect short range messages of bypassing vehicles by the RWWG to establish a traffic situation overview.

The purpose of the SCOOP@F project is to enhance the road safety and the travel quality. Therefore, five tests sites are established (e.g., Paris-Strasburg highway, Bordeaux and its by-pass road) to examine V2X communication and to evaluate new services. In this project 3000 vehicles and 2000 km of streets will be equipped with ITS communication technology. This communication infrastructure facilitates the communication between vehicles and roadside stations to exchange...
information. Vehicles communicate their geographic position, speed, obstacles, etc. while ITS roadside stations broadcast information concerning traffic conditions, works, speed limit, etc.

These projects mark only the very beginning of ITS technology deployment in Europe. Further plans like the integration of V2X gateways in roadside emergency telephones, sign gantries, etc. are already made.

The establishment of exhaustive V2X communication requires that existing physical infrastructure components (road works warning, road signs, lights, emergency telephones, etc.) are replaced by digitalized versions or upgraded with ITS communication gateways. However, ITS roadside stations (IRS) are often located in untrusted environments. If no effective security measures are taken physical manipulation of IRS in order to distribute false messages is easy. Therefore, the question arises which attacks are conceivable and which security measures has to be chosen so that vehicles can trust messages originating from ITS roadside stations. The importance of trust in V2X messages of ITS roadside stations will increase over time especially if automated vehicles will use the electronic information for vehicle control (e.g., adapt vehicle speed according to traffic light state).

In this paper, we regard the secure V2X communication especially from an infrastructure perspective. We identify measures that are needed so that a vehicle can trust V2X messages sent by ITS roadside stations. Therefore, we present results of a risk analysis for ITS roadside stations and derive security requirements. The security requirements adress the architecture of an IRS as well as the key management. Due to the specified usage of asymmetric cryptography (digital signature algorithms) a public key infrastructure is required. A number of practical considerations has to be taken into account when designing such a PKI.

- Many different stakeholders like vehicle manufacturers, transportation infrastructure authorities, etc. participate in ITS, especially in multi-national (e.g., European) systems. The PKI should provide flexibility to support different operators managing the vehicles and ITS roadside stations in their respective responsibilities.
- Requirements on cryptographic algorithms, domain parameters, key lengths, etc. may change over time due to new weaknesses and attacks or the increase of computer performance. In general, this means that a PKI needs a crypto agility concept to switch to a new cryptographic setting during its (possibly long) lifetime.
- Revocation of certificates and distribution of certificate revocation lists in time to all entities may turn out to be challenging in complex ITS scenarios. A simple alternative should be used to avoid distribution of certificate revocation lists.

Moreover, we introduce a multi-domain PKI for intelligent transport systems based on Local Trust Lists (LTL). This concept considers a PKI domain for vehicles (ITS vehicle stations) and different PKI domains for infrastructure components (ITS roadside stations). A PKI domain for ITS roadside stations is slightly different from the PKI concept proposed by [5].

Our approach guarantees that the infrastructure components remain under control of the particular infrastructure authority. In the ITS literature certification authorities are termed very different. Due to ongoing and trend-setting work of the security working group of the C-ITS platform we will use the naming conventions of this group. Certification authorities, which issue credential - or long term valid certificates are termed Enrolement Authority (EA). Certification authorities, which issue pseudonymous certificates are termed Authorization Authority (AA).

The PKI for ITS roadside stations (IRS PKI) is interoperable with the PKI for vehicles (IVS PKI). The IRS PKI for ITS roadside stations consists of two parts: an Enrolement Authority (EA) for issuing certificates for the identification of IRS gateways and an Authorization Authority (AA) for issuing authorization certificates to IRS gateways. With the
AA we take the hostile environment of IRS gateways into account. Although a PKI alone can not prevent local attacks on ITS roadside stations, it can mitigate their effects to a certain degree.

Our PKI proposal for ITS roadside stations supports cryptographic agility in the sense that modifications of cryptographic keys and algorithms during lifetime of the PKI are possible.

Finally, we derive necessary modifications of the existing ETSI certificate format [6] to be compatible to our concept because mechanisms for the delegation of rights and a cryptographic agility approach are missing to date. Here, we address only modifications to the ETSI certificate format, which are motivated from an infrastructure perspective.

The following sections are organized as follows: Section II is a description of related work. Section III provides a brief overview of the secure V2V communication specified in the according ETSI standards. Also, the suggested PKI architecture for ITS vehicle stations (IVS PKI), specified in [5], is described. Here, we state the problems if this IVS PKI is used for issuing certificates for IRS gateways, too. Security and privacy requirements for ITS roadside stations are given in Section IV. In the next Section V, the multi-domain PKI approach, the PKI concept for IRS gateways and the crypto agility proposal are introduced. Finally, in Section VI we summarize our results.

II. RELATED WORK

Security and privacy issues in vehicular ad-hoc networks (VANETs) are addressed in many research papers. A detailed overview of attacks in VANETs is given by Ghassan Samara et al. in [7]. A security and privacy architecture for pseudonymous message signing is described in [8]. Here, a public key infrastructure is regarded, too. In [9], Julien Freudiger et al. suggested mix zones for location privacy in vehicular networks. Giorgio Calandriello et al. propose on-board, on-the-fly pseudonym certificate generation and self-certification. The authors developed this approach to alleviate one of the most significant limitations of the pseudonym-based approach: the need for complex management. To achieve this, the use of group signatures is proposed. Panagiotis Papadimitratos reports the research status of secure vehicular communication in the year 2008 [10]. Ma Di and Gene Tsusik give an overview about security and privacy in emerging wireless networks including VANETs [11]. Overall, a good overview concerning security and privacy in V2X communication can be found in [12].

More technical research results are archived in public co-founded research projects. Here, we mention EVIVA [13] and OVERSEE [14], both co-founded by the european union. EVIVA addresses secure in-vehicle communication whereas the main objectives of the OVERSEE platform are techniques for strong isolation between independent applications to ensure that vehicle functionality and safety cannot be harmed by any other application.

A detailed analysis of privacy requirements and a comparison with the security requirements in VANETs is given in [15]. Further security and privacy concepts are presented in [16], [17], [18], [19], and [20]. Wiedersheim et al. [21] analyzed the location privacy in a specific communication scenario. Vehicles send beacon messages periodically. The beacons only carry the geographic position and an identifier. To support location privacy, the vehicles use pseudonymous identifier that are changed regularly. Assuming a passive attacker who is able to eavesdrop the communication in a specific region the attacker is able to track the vehicles with an accuracy of almost 100% if he uses the approach in [21].

A first analysis of vehicular data in cooperative awareness messages (CAM) and dezentralized environmental notification messages (DENM) messages like geographic position, speed, etc. from a data protection perspective is given in [22]. In this report CAM and DENM messages are regarded as personal data.

Different trust models for multi-domain PKIs on a generic level are described in [23], [24]. Here, we will follow the naming convention of [24]. It distinguishes between end entities (EE), that are subject of a certificate, Certification Authorities (CAs), that issue certificates, and root CAs, which are on top of a hierarchy of CAs. In [5] Norbert Bissmeyer et al. suggest a PKI for securing V2X communication. The Car2Car communication consortium adopted this proposal. We outline this IVS PKI in the following section.

III. BRIEF OVERVIEW ON SECURE V2X COMMUNICATION

A. Communication

First, the ETSI specifications define a basic set of applications for ITS, like

- Active road safety (e.g., emergency vehicle warning, slow vehicle indication),
- Co-operative traffic efficiency (e.g., regular speed, limits notification),
- Co-operative local services (e.g., automatic access control and parking management), and
- Global internet services (e.g., fleet management, loading zone management).

ITS applications are distributed among ITS stations that can be equipped with multiple communication capabilities. To date for V2X only broadcast communication based on IEEE 802.11p is provided. So, V2X is a short range communication technology with a communication range of about 600 m in open space.

The ETSI ITS architecture [25] distinguishes 4 different ITS roles termed ITS station types:

- ITS roadside stations, typically termed road side unit (RSU),
- ITS vehicle stations,
- ITS central stations, e.g., traffic operator or service provider, and
- ITS personal stations, e.g., a handheld device of a cyclist or pedestrian such as a smart phone.

The ITS stations exchange information mainly based on two different specified message types:

- Cooperative Awareness Message (CAM), and
- Dezentralized Environmental Notification Message (DENM).

CAMs are comparable with beacon messages. They are broadcasted periodically with a packet generation rate of 1 to
In contrast, the second message type, DENM, is event-driven and indicate a specific safety situation, e.g., road works warning (from an ITS roadside station) or a damaged vehicle warning (from an ITS vehicle station). The DENM message format is specified in detail in [27]. DENM messages can be transmitted hop-by-hop. RWWGs in the C-ITS project transmit DENM messages. Figure 3 illustrates the structure of a DENM.

B. Security and Privacy Architecture for Secure V2V Communication

1) Security: The designed security architecture [5] fulfills following security requirements:

   1) Entity authentication: For entity authentication, each vehicular gateway has to be equipped with a long term valid key pair (secret key and corresponding public key $E_{PK}$) and a corresponding long term valid certificate $E_{cert}$. The key pair is generated at the gateway and the long term valid certificate $E_{cert}$ is issued to a vehicle by the so called Enrollement Authority (EA) at the beginning of the vehicle’s lifetime. The EA is part of the PKI described below. For the signatures ECDSA based on the NIST P-256 elliptic curve is applied. Certificates have to be structured according the defined ETSI format, see [6]. The validity period of a $E_{cert}$ is not specified to date. That is to be specified within the common ITS PKI policy, which is in progress. Its final version is planned for publication in autumn 2016.

   2) Message integrity and authentication: To realize message integrity and authentication the CAMs and DENMs are digitally signed using ECDSA, see Figures 2 and 3.

   3) Message freshness and location protection: Assuming that ITS stations know their genuine geographic position and genuine current time they can detect replayed messages, because the geographic position and the transmission time are part of CAMs and DENMs.

   Long term certificates and pseudonymous certificates are implemented based on the ETSI certificate format [6]. This certificate format was designed for the automotive domain and is still not widely applied yet. Primary design principle is shortness of the certificate format due to the necessary transmission over the wireless IEEE 802.11p channel.

   2) Privacy: CAMs and DENMs should not reveal the identity of the vehicle (sender anonymity). Furthermore, it should not be possible to link messages of a vehicle (message unlinkability) over a longer period of time. Both requirements shall be sufficient to assure location privacy of the vehicle and his driver. Due to these privacy requirements, CAMs and DENMs are signed using pseudonymous certificates, which are not linked to an ITS vehicle station. Moreover, the used key and the according certificates are changed periodically. Therefore, an ITS vehicle station needs a set of pseudonymous certificates valid for some period of time. The set size and the pseudonym change frequency are not specified in [5] and will also be specified within the common ITS PKI policy.

   An Authorization Authority (AA) is responsible for the
issuing of pseudonymous certificates \( (A_{\text{cert}_1}, \ldots, A_{\text{cert}_N}) \) to the vehicles. Pseudonymous certificates will only be issued to authenticated vehicles.

AA and EA operate under a root CA called ITS vehicle station root CA (IVS-RCA). To date, following revocation operations are provided: revocation of an EA and AA authorization certificate and revocation of vehicular long term certificates \( E_{\text{cert}} \). The architecture of the IVS PKI domain is shown in Figure 4.

3) Shortcomings of this approach: As mentioned above the ETSI certificate format provides only elliptic curve cryptography based on the NIST prime curve P-256, [28]. No mechanism is provided to securely adapt key length or ECC domain parameter or cryptographic algorithms if necessary. In the meantime, the US National Security Agency (NSA) does not recommend to use this elliptic curve any more, [29].

Unfortunately, no detailed argumentation on this issue, only a hint of needed quantum resistant algorithms in a not too distant future, is given by NSA. N. Koblitz and A. Menezes attempt an evaluation of the various theories, speculations, and interpretations that have been proposed for this sudden change of course by the NSA [30].

The discussion shows that a crypto agility concept also for V2X communication is required.

In the final report of the C-ITS platform of the European Commission the data elements of CAM and DENM messages are rated as personal data, see [22]. This means, each vehicle broadcasts periodically with its CAMs digitally signed private data. Shortly spoken, each vehicle leaves a signed location trace. Every entity within the communication range can receive the data.

From our point of view, the pseudonym concept does not solve the vehicular privacy requirements. However, a detailed description of the V2V privacy problem is outside of the scope of this paper.

C. Using the IVS PKI for IRS Roadside Stations

The IVS PKI domain shown in Figure 4 has been proposed for issuing certificates to IRS gateways as well [5]. However, security and privacy requirements for vehicles and infrastructure components are not necessarily identical. In contrast to ITS vehicle stations, ITS roadside stations (road works warning, traffic lights, etc.) do not involve persons during operation comparable to a motorist. Usually, they operate without any human supervision. That is the reason that from our point of view, IRS gateways do not have to regard any privacy concerns. More details are given to this issue in Section IV-C. As consequence, IRS gateways do not really need a set of valid pseudonymous certificates at each time as it is designed for vehicles. Instead, we propose that IRS gateways need only one Authorization Certificate with a specific subject name identifying the IRS for each time frame. Due to the security considerations for IRS gateways, see Section IV-B, the validity period of authorization certificates for ITS roadside stations should be rather short. This means the requirements for certificates for vehicles and roadside stations are different.

Moreover, arising security weaknesses of the used security technology may be assessed differently by vehicle manufacturers on one side and infrastructure authorities on the other side. However, the rules of operation for a PKI domain are defined in a single PKI policy, which will be specified by the root certification authority. For this reason, we propose a multi-domain PKI architecture: individual ITS PKIs under control of infrastructure authorities and an IVS PKI under control of the vehicle manufacturers, which are cryptographically linked to each other based on local trust lists (LTLs). The purpose of local trust lists is described in Section V-D.

So, each individual PKI domain can specify its own PKI policy for their specific needs. In addition, this multi-domain PKI architecture ensures that IRS unit gateways remain under control of the particular infrastructure authority. The idea of the common ITS PKI policy in progress in the security working group of the C-ITS platform of the EC DG MOVE is that individual PKI requirements can be specified in Certificate Pracitse Statements.

The concept of a multi-domain PKI architecture without any superior root CA is not new and already mentioned in [24]. It has been applied globally for electronic passports for many years. Here, each country operates its own root certification authority and has its own local trust list. The different national root certification authorities are cryptographically linked based on local trust lists. This concept works quite well and seems to be a good architecture approach for intelligent transport systems, too. The benefit of this approach is the possibility to configure PKI domains as needed. A drawback of the multi-domain PKI concept based on local trust lists is that each
PKI domain has to securely manage its own LTL. More details concerning this issue can be found in Section V-C.

IV. SECURITY - AND PRIVACY REQUIREMENTS FOR ITS ROADSIDE STATIONS

A. Vulnerability Analysis

In this section, we give a brief vulnerability analysis and formulate some security requirements for ITS roadside stations. When analysing possible threats to an IRS the operational environment has to be taken into account. Different types of ITS roadside stations operate in different environments with different degrees of trustworthiness. For example, one may assume that when a roadworks warning gateway is deployed at a construction site it is more or less under constant supervision of the (trustworthy) roadworks personnel. On the other hand, an IRS attached to traffic lights may be located in an unsupervised environment. In consequence, a traffic lights IRS may be subject to stronger attacks like hardware manipulation and thereby must match stronger security requirements. In the following, we take the conservative viewpoint and consider a hostile environment.

In [31], several threats towards vehicles and ITS roadside stations are analysed and corresponding (abstract) countermeasures are proposed. Summarizing the most important points of [31] (and somewhat extending the analysis), starting from the generic security goals availability, authenticity, integrity and confidentiality the following threats targeted at ITS roadside stations can be identified. The security goals may refer to incoming or outgoing messages.

- Threats to availability
  - jamming,
  - injection of a large number of forged or replayed messages.

- Threats to authenticity
  - masquerading (for example, as an legitimate IRS),
  - injection of forged messages or other data.

- Threats to integrity
  - injection of forged messages or other data,
  - altering of messages previously sent by vehicles,
  - replay of messages,
  - spoofing of GNSS information (or other sensor data),
  - spoofing time information.

- Threats to confidentiality
  - extraction of sensitive information (for example, cryptographic keys or other management data).

Attacks can either be facilitated locally or remotely. For example, forged messages can be either be transmitted via the wireless interface or they can be injected via some hardware interface at the IRS. Depending on the operational environment of the IRS both attack locations have to be accounted for.

In the setting of ITS applications the data sent out by an IRS is generally not considered confidential since it is intended to be used by any traffic participant. (As seen above from the perspective of data protection however the identity of vehicles or at least motorist is considered sensitive information.) On the other hand some cryptographic key material like signature keys stored on an IRS must remain confidential.

When implementing cryptographic mechanisms, these have to protected themselves in particular when considering a local attacker. For example, the keys for signing outgoing messages have to be stored in such a manner that they cannot be extracted since otherwise it can be used by an attacker to masquerade as a legitimate IRS and to forge outgoing messages. Furthermore, it should not be possible to circumvent integrity and authenticity checks on an IRS.

More generally, an important factor to ensure the above security requirements is correct implementation. It should not be possible to introduce false traffic data or extract secret keys by exploiting weaknesses in the software (including the operating system) or hardware. In particular, it has to prevented that malicious software is installed on an IRS (for example, by an unprotected update procedure).

Cryptographic mechanisms themselves can be abused to facilitate denial of service attacks. For example, digital signatures require considerable computational effort for verification. An attacker (without the signing key) could produce and send out a large number of correctly formatted messages containing incorrect signatures. While checking these signatures the IRS may be unable to verify messages from legitimate senders.

As shown in [32], with some effort it is possible to simulate the signal of a Global Navigation Satellite System (GNSS) such that a wrong location is determined. This threatens the integrity of the data transmitted by an IRS. A wrong location of a roadworks site may be announced for example. It the GNSS signal is used to adjust the internal clock wrong time information may also be introduced. This can be possibly used by an attacker to mount replay attacks where old (already sent) messages are then accepted by the IRS.

B. Security Requirements

In addition to the security requirements in Section III-B the following security requirements are derived from the above vulnerability analysis.

- Since IRS possibly are located in hostile environments they should be equipped only with time restricted authorization to limit the timeframe for possible misuse.
- In order to protect secret key material the use of a secure hardware element is proposed. This secure element is hardened against side-channel and invasive attacks so that key extraction becomes very difficult. Secret key material is generated on this device.
- Only authentic and integrity protected (i.e., signed) software or firmware updates shall be accepted by the IRS.

Of course the connection of the IRS to the back-end system also has to be protected in particular regarding authenticity and integrity.

Attacks on the availability can be mitigated to some extent by non-cryptographic means. For example, jamming can be impeded by spread spectrum techniques like frequency hopping [33]. In order to mitigate attacks exploiting the computational overhead of cryptography mechanisms fast
implementations in particular of the signature verification algorithm are required.

To counter GNSS attacks on ITS roadside stations the geographic location of IRS with a fixed geographic location should be statically coded. Also, for time synchronization a secure alternative to GNSS time synchronization should be used.

The analysis given here should only be considered as a starting point for more detailed security assessments for different types of ITS roadside stations. Security requirements for IRS gateways should be carefully specified in depth, e.g., in form of a Protection Profile (PP) according to Common Criteria.

If IRS gateways are verifiably resistant to active attacks they can play an important role as separate trust anchors in a cooperative ITS system, e.g., for implementing secure time synchronization, distribution of CRLs, etc.

C. Privacy Requirements

Current vehicles are controlled by the driver. Due to this issue, privacy concerns have to be regarded by the vehicular broadcast communication. In contrast to vehicles, ITS roadside stations are not directly controlled by a user. They operate without any direct personal reference. So, during the sending of messages of an IRS no personal data is revealed. Therefore, no privacy requirements are needed.

But if ITS roadside stations receive and process vehicular CAMs andDENMs privacy requirements may have to be fulfilled because vehicular CAMs and DENMs are regarded as personal data, see [22].

The main privacy requirement is to erase the personal reference of the data on the ITS roadside station immediately after the reception of it. If some use cases have to transmit data from ITS roadside stations to traffic control center, only anonymized data should be send, e.g., realized by data aggregation. Following this main requirement, we can isolate the privacy problem on ITS roadside stations and do not regard backend systems as well. If some use cases require the storage of CAM respective DENM messages on an IRS, e.g., to calculate a traffic situation overview, the stored data should be erased immediately after the processing of the data.

V. IRS PKI Concept

A. Role of Authorization Certificates for ITS Roadside Stations

The primary use case for IRS gateways is the transmission of local traffic information. Due to integrity and authenticity reasons, these messages have to be signed. Therefore, the IRS gateways need signature keys and corresponding certificates. ITS roadside stations do not have to regard any privacy concerns, as explained in Section IV-C. Technically, this means that IRS gateways do not have to have pseudonymous keys and certificates. Instead, we propose that IRS gateways have only one valid authorization key pair and one corresponding authorization certificate at a time. Only in the transition phase between two certificate validity periods an IRS gateway may need two valid authorization certificates and may be necessary.

The IRS gateway should be implemented in such a way that it acts in his designated role and transmits DENM messages only if it owns a valid authorization certificate. By this a possible misuse of IRS gateways is made more difficult.

B. IRS PKI Architecture

As mentioned above, we propose that ITS roadside stations have only one authorization key pair and one corresponding authorization certificate at a time. The secret key corresponding to such a certificate is used for signing outgoing messages, e.g., DENM messages. For this reason, these certificates have to be implemented according to the ETSI certificate format. Since it is technically challenging to distribute certificate revocation lists (CRLs) to vehicles in time, authorization certificates should have a short validity period, for example, one day. Thenceby, implicit revocation of an authorization certificate becomes possible by not issuing new authorization certificates to IRS gateways. The exact validity period of authorization certificates have to be specified according to a detailed risk assessment concerning the addressed IRS type. For example, RWG are deployed for road works sites, which are usually established for one or two days. It may be good practice then to issue an authorization certificate with a maximal validity period of two days to a RWG shortly before is deployed.

For authentication purposes, e.g., to obtain authorization certificates (for example, on a daily basis) an infrastructure component requires a long term identification certificate. These long term certificates are issued by an Enrolment Authority (EA) during the enrolment of the IRS gateway. A long term certificate is used within a certificate request for authorization certificates towards the AA. We suggest that the authorization key pair is generated within the secure element of the IRS gateway and the authorization certificate is only issued after mutual authentication of IRS gateway and AA and only if the authorization certificate is not revoked. Therefore, the EA has to maintain a CRL for revoked long term certificates.

A long term identification certificate is only visible inside the IRS PKI and is not transmitted to vehicles. In particular, it is not communicated over the IEEE 802.11p channel. For this reason, we suggest to implement the long term identification certificates of ITS roadside stations according to the X.509 v3 certificate profile. This profile is widely applied and provides all necessary certificate services like time stamping, issuing CRLs, etc. The validity period of a long term identification certificate should be at the order of years, e.g., five to six years for IRS gateways like RWG. A timeframe of five to six years seems to be reasonable considering progress in cryptanalysis or hardware security vulnerabilities. Due to different certificate issuing policies and certificate formats the EAs and the AAs are attached to different root certification authorities, which are called E-RCA and A-RCA respectively here, see Figure 5.

Due to the long validity periods of long term certificates, certificate revocation, implemented as a CRL according to X.509 v3, is suggested. Once a long term certificate is revoked, no authorization certificates are issued to the IRS gateway any more.

Due to the short validity period of authorization certificates of IRS gateways, the IRS gateways require an online communication channel, e.g., via GSM, LTE, etc. to receive new authorization certificates.

C. Crypto Agility

Figure 6 shows how the validity periods of the certificates within the IRS PKI domain relate to each other. The validity
periods follow the shell model, i.e., the validity periods of certificates are enclosed in the validity periods of superior certificates.

1) A certificate of a certification authority (CA) is in one of three states: active, passive or expired. After generation of a key pair the according certificate is in state active. Over time the certificate state changes from active to passive to expired.

2) A certificate in state active is used for issuing certificates to subordinate CAs or IRS gateways.
   - Assume that an IRS-E-RCA root key pair (secret key: \( R^C E_{SK,1} \), public key: \( R^C E_{PK,1} \)) is generated at time 0 of Figure 6. The secret key \( R^C E_{SK,1} \) is used to sign and issue a self-certified E-RCA certificate \( R^C E_{cert,1} \), first. The certificate \( R^C E_{cert,1} \) is in state active.
   - The secret key \( R^C E_{SK,2} \) is used to sign EA certificates: \( E^A E_{cert,1} \) and \( E^A E_{cert,2} \).
   - The certificate \( R^C E_{cert,1} \) switches to state passive at time point \( t \) when the next root key pair (secret key: \( R^C E_{SK,2} \), public key: \( R^C E_{PK,2} \)) and according certificate \( R^C E_{cert,2} \) are issued. Now, the certificate \( R^C E_{cert,2} \) is in state active. A certificate in state passive is not used to issue certificates any longer. However, it is still needed to verify already issued subordinate certificates. At time point \( t \) certificate \( R^C E_{cert,1} \) expires.

3) Certificate \( R^C E_{cert,2} \) is termed Link Certificate because it is signed with the former IRS-E-RCA secret key \( R^C E_{SK,1} \).

Over long lifetimes the requirements for cryptographic mechanisms are changing. This has implications for the cryptographic mechanisms applied within the PKI domain, too. The cryptographic setting of the PKI has to be adapted according to current cryptographic requirements. All CAs in an ITS PKI have to follow the common PKI policy and the specific certificate practise statement of the root CA. Therefore, changes of a cryptographic setting for a whole IRS PKI are prescribed by the root certification authority E-RCA or A-RCA.

Changes to the following components due to newly discovered weaknesses are conceivable:

1) Elliptic curve domain parameters,
2) Hash algorithm,
3) Signature algorithm.

We suggest to implement a new PKI crypto setting by means of a link certificate, assuming that the certificate format allows the specification of cryptographic parameters. Obviously, modifications can only be applied if the infrastructure components are technically able to run the new algorithms.

The validity period of an \( E_{cert} \) and an \( A_{cert} \) differ a lot. An \( E_{cert} \) has a validity period of several years, whereas an \( A_{cert} \) has a validity period of few days at most. If the issuing certification authorities AA and IRS-A-RCA have similar short validity periods with respect to the shell model, the cryptographic settings between \( E_{cert} \) and \( A_{cert} \) can differ. In particular, shorter keys can be used for signing \( A_{cert} \).
towards signing an $E_{cert}$. Today, the ETSI certificate format only provides the NIST Elliptic Curve Domain Parameter P-256 with 256 bits long secret keys, see [28]. This key length is sufficient for the very near future but other ECC domain parameter should be used due to [29]. However, it is highly probable that longer key length have to be used for long term certificates $E_{cert}$ in future.

D. Trust Establishment between PKI domains

An exemplary architecture of a multi-domain PKI with three PKI domains (IRS_I, IVS and IRS_II) is shown in Figure 7. In our example there is only one IVS domain with the IVS-RCA to issue certificates for vehicles managed by the vehicle manufacturers and two separate IRS domains IRS_I and IRS_II with the root CAs A-RCA_I and A-RCA_II managed by different infrastructure authorities. These two IRS domains issue authorization certificates to IRS gateways in their respective domain. Now trust relations between the different PKI domains have to be established somehow. This can be accomplished by securely exchanging self-signed certificates of the respective root CAs of the PKI domains. Each root CA maintains a LTL containing the certificates of root CAs of other PKI domains it trusts. The LTL of a PKI domain is signed (for authentication reasons) and issued to all members of the domain by the root CA, e.g., A-RCA_I manages the LTL for the IRS_I domain. Each PKI domain can individually define the needed rules that are sufficient to trust a separate PKI domain.

To verify the authenticity of IRS gateway DENM messages in our exemplary architecture, the vehicles have to know the root PKI certificates of the PKI domains IRS_I and IRS_II: $A^{−RCA_I}A_{cert_1}$ and $A^{−RCA_{II}}A_{cert_1}$. If the IVS PKI domain trusts in the IRS_I and IRS_II PKI domains the certificates $A^{−RCA_I}A_{cert_1}$ and $A^{−RCA_{II}}A_{cert_1}$ are elements of the LTL of the IVS PKI domain. Just after issuing of a new certificate, e.g., $A^{−RCA_{II}}A_{cert_2}$, for the infrastructure PKI domain IRS_I this certificate has to be appended to the LTL of the IVS PKI domain. Depending on the validity period of the certificates $A^{−RCA_I}A_{cert_1}$ and $A^{−RCA_{II}}A_{cert_2}$ and due to the chosen shell model both certificates are valid for a defined time frame, see Figure 6. If a LTL of a PKI domain is changed all entities of the PKI domain (subordinate CAs and EEs) have to know this information. A time-critical situation arises when one specific PKI domain, e.g., the IRS_I PKI domain loses trust and has to be removed from the LTL of the IVS PKI domain. In this case all affected entities in the IVS PKI domain have to update their LTL as soon as possible.

Based on the currently discussed ITS applications, trust relations between the different ITS domains, here IRS_I and IRS_II, are not really required since no messages are exchanged between these domains. In our example the LTL of the two IRS domains just contain the current root certificate of the IVS PKI domain $RCA_{E_{cert_1}}$.

E. Necessary ETSI Certificate Format Adaptations

In our paper, a multi-domain PKI based on LTLs and an according crypto agility concept is presented. The described mechanisms require some adaptation of the current ETSI certificate format.

a) Elliptic curve cryptography: The ETSI certificate format regards only Elliptic Curve Cryptography (ECC) performed on NIST domain parameters P-256. These domain parameters have a specific structure to perform ECC calculations very fast. But this structure opens specific side channel attacks. For example, even effective countermeasures like point blinding and scalar blinding of ECC implementations are not sufficient to resist side channel attacks on NIST ECC implementations, see [34]. Therefore, further cryptographic ECC domain parameters (e.g., brainpool curves) should be added [35].

b) Rights management: Fire trucks and police vehicles need specific rights during action. These rights have to be coded within certificates, too. But only qualified CAs may issue these kind of certificates. The ETSI rights management concept should be enhanced in a sense that a subordinate CA can only assign restricted rights to issued certificates.

c) Link certificate: The ETSI certificate has to support link certificates to allow change of the root CA key and crypto agility as suggested in Section V-C.

VI. CONCLUSION

In this paper, a secure vehicle-to-infrastructure communication is discussed based on the existing ETSI standards. We constitute that the existing ETSI security specifications have some limitations. Especially, the missing crypto agility concept and adaptions on the ETSI certificate format are needed. Moreover, the proposed PKI of the Car2Car Communication Consortium for ITS vehicle stations (IVS PKI) does not regard all needs of ITS roadside stations. For this reason, we suggest a multi-domain PKI to adequately address the requirements of vehicle manufacturers and infrastructure authorities. The different PKI domains are cryptographically linked based on LTLs. In addition, a brief vulnerability analysis of ITS roadside stations is given.
As a next step, the IRS PKI architecture will be substantiated and implemented as a pilot system in the C-ITS corridor project to gather experiences. Beside that a common PKI policy is prepared within the security working group of the C-ITS platform of the EC DG MOVE for intelligent transportation systems in Europe. Important is that these common PKI policy enables specific requirement distinctions of PKI domains based on certificate practise statements to consider necessary differences between ITS vehicle stations and ITS roadside stations as shown in this paper.
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