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The All Seeing Eye and Apate: Bridging the Gap
between IDS and Honeypots

Christoph Pohl and Hans-Joachim Hof

MuSe - Munich IT Security Research Group
Munich University of Applied Sciences
Munich, Germany
Email: f christoph.pohlO, hof g@hm.edu

Abstract—Timing attacks are a challenge for current in-  data. In this work, a sensor describes a data source that
trusion detection solutions. Timing attacks are dangerous for provides data useful for attack detection. Useful in this context
web applications because they may leak information about side means that the data must be linked to actions of a web

channel vulnerabilities. This paper pl’esents a methodology that app“catlon Data of sSensors |S analyzed by A“_Seelng Eye
is especially good at detecting timing attacks. Unlike current to detect attacks.

solutions, the proposed Intrusion Detection System uses a huge

number of sensors for vulnerability detection. Honeypots are used Usually, honeypots can be classi ed into Low- and High

in IT Security to detect and gather information about ongoing |nteraction Honeypots. A Low Interaction Honeypot is able to
|tntru5|otr;s ?(y pr_le_zﬁer:tmg an mtetrtactll(ve _SytStemtaS ?Erackt]'ve targcft simulate services or system environments. A High Interaction
o0 an attacker. The longer an attacker interacts with a honeypot, : ;

the more valuable information about the attack can be collected. Honeypot provides a real exploitable system.
Honeypots should appear like a valuable target to motivate an A common challenge in honeypot creation, is to inject ex-
attacker. This paper presents, in addition to the possibilities of  ploits into a High Interaction Honeypot. The provider of such
timing attack vulnerabilities, a novel way to inject honeypot 5 honeypot needs to install exploitable software or to inject

and analysis capabilities in any software based on x64 or i386 ,|nerabilities into a software. This means a high consumption
architecture. It ful lls two basic requirements: it can be injected of resources

into machine code without the need of recompilation and it

can be congured during runtime. This means the honeypot is The major reasearch question in this research is twofold:
able to change the behavior of any function during runtime.

The concept uses sophisticated stealth technologies to provide Is it possible to detect timing attack vulnerabilities
stealthiness. In conclusion, the research presents a novel way and to identify the correct function, reponsible for this
to detect side channel vulnerabilities and an inbuilt hypervisor leak?

to provide con gurable honeypot capabilities to explore these

vulnerabilities to an attacker. The proposed solution in this How to change the behavior of functions to deploy
paper offers a highly con gurable injection technology, which a honeypot (for example to provide timing attack
can change the behavior of any function without the need of vulnerabilities), but without the need of reinstallation,

recompilation or even reinstallation. It is able to provide these
capabilities in the kernel or userland of actual *Nix systems.

Keywords—intrusion detection; honeypot; virtualisation; sen- The proposed solution in this paper offers a highly con-
sor; brute force; timing gurable injection technology, which can change the behavior

of any function without the need of recompilation or even
reinstallation. It is able to provide these capabilities in the
| INTRODUCTION kernel or userland of actual *Nix systems. This manipulation

This paper is an extended version of [1]. It also extengdechnology allows the provider to present different environ-

another research, published by the authors in [2], [3]. HencdleNts or behavior depending on current system status. For
this research paper is based on those publications and exterfgé@mple: the attacker knows that a system Is based on ext_4-F|Ie
them with a novel way of honeypot creation. system and uses a standard hard drive (SATA based) without

any virtualisation. He expects that the system will have a

Intrusion Detection Systems (IDS) in combination with throughput of about 65 MB/s. The real honeypot system, based
rewalls are the last defense line in security when protectingon ESXI virtualisation with extensive caching has a throughput
web applications. The purpose of an IDS is to alert a humamf 550MB/s (ESXI will cache all 10 in RAM). To scale down
operator or an Intrusion Prevention System that an attack is ithe system, the provider needs to install the honeypot on the
preparation or currently taking place. expected system, or to rewrite the syscall for writing and
reading. This means a lot of overhead in recompilation the
kernel or installation on speci c hardware.

recompilation or resource expensive development?

One common challenge for web applications is the detec
tion of timing attacks. A timing attack is an attack, which uses
time differences between different actions to gain information. The proposed solution is able to hook functions and pro-
Intrusion Detection Systems typically use sensors to collectide a hypervisor-like technology, which makes it possible to

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org
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change the behavior without the need of any compilation, nor In [20], it is shown that vulnerability probing can be
installation. detected using multiple sensors, especially sensor that calculate

P - . . the possibility a resource is called by a user. These sensors are
Another possibility is to inject a rule engine for function G led access frequency based sensors. However, the system

parameter, system parameters and the result generation of X . )
function. The honeypot provider is able to formulate ruIeZ‘p esented in [20] needs a lot of information about the system

which can change the behavior based on those parameters. FgyProtect (e.g., patterns describing legitimate resource calls),

example, the provider is able to present a le structure for PID.hence is dif cult to deploy in the eld. The solution presented

42 and a completely different le structure for PID 84. This in this paper does not need any con guration.
manipulation is able to decoy an attacker or even to suppress A well known honeypot tool, based on LKM for 2.6

harmful actions. A rule just needs to prevent a system call by inux Kernel, is Sebek [21][22]. Sebek is primarily used
returning an error code. for logging purposes in High Interaction Honeypot. Thus, it

For productive usage, the honeypot should not be detectabRIOVides several possibilities focused on logging (like logging
by an attacker (or just with sophisticated analysis tools)Vvia network or GUI). In [23][24], ways to detect Sebek are

It must also provide a low overhead in time consumptiondescribed. Sebek does not provide the possibility to manipulate
(performance). system calls as Apate does.

The proposed solution ful lls all requirements. Hence, it  Another approach for monitoring systems is to use virtual
is a novel way to build easy to con gure honeypot systems. machine introspection and system view reconstruction. This
approach is used, e.g., in [25][26][27]. This approach is

The rest of this paper is structured as follows: Section I : . S
presents related work. Section Il describes the concept aqsqtealthler then Apate, because the introspection is done by the

implementation of the sensors used by All-Seeing Eve. The us ardware layer of the virtual machine. However, Apate also
plem . 1Dy 7 g EYE. . provides means to manipulate the behavior of system calls,
of multiple sensors to detect intrusions is described in Sectio

IV. Section V evaluates All-Seeing Eye under different attacks, hich is not supported by [25][26]27].

especially timing attacks. Section VI describes a novel way to  SgLinux [28] is a well known tool, which inserts hooks at
inject honeypot technologies in a running system. Section Vlyjitferent locations inside the kernel. This provides the possibil-
evaluates this technology with different settings. Section Vllljty for access control on critical kernel routines. SELinux can
concludes the paper and gives an outlook on future work.  pe controlled on a very ne granular level with an embedded
con guration language. While SELinux is very useful in
Il.  RELATED WORK hardening a kernel, it is not designed for honeypot purposes.

are deviations between normal behavior and behavior undeWrong” information.

intrusion [4], [5], [6], [7]. Many techniques have been re- Grsecurit . L
A ; y [29] with PAX [30] is similar to Apate. How-
searched for the detection like network traf ¢ analysis [8], [9]’.ever, it greatly differs in ease of deployment and ease of

[10], statistical analysis in records [11] or sequence analysi : ; o
with system calls [12], [13], [14], [15]. A combination of this 3?; guration Vﬁﬁ]z‘vlfroﬂ;? lacks In the possibility to decoy

research with anomaly detection methods based on multiple

sensors allows to nd yet unknown attacks. Con guring intru-  |n conclusion, non of the mentioned related work ful Il all
sion detecting systems for one distinct system or one distindequirements. Apate ful lls all requirements, hence is a useful

vulnerability needs con guration with current solutions. The pyilding block for upcoming High Interaction Honeypots.
solution presented in this paper does not need any con gura-

tion.

In [13], [14], it is proved that call chains of system calls Ill.  SENSORS FOR AMASSIVE MULTI-SENSOR
show different behavior under normal conditions and under ZERO-CONFIGURATION INTRUSION DETECTION SYSTEM
intrusion, hence intrusion detection is possible. However, a

gg;ngg rTr?cﬁHn?tsgsbghg\?v'getﬂatisgz)%nﬁrgglﬁa%tra tr?) ddue(;[g%r attack detection. Useful in this context means that the data
X ' P Smust be linked to actions of a web application. Data of sensors

f?grirfﬁlggbls? ﬁﬁﬂzgr? dlen nse)élsfsmin(t:riatjlls:igr?tqllhg r?@(lr?;lg?is analyzed by the proposed Intrusion Detection System All-
9 ) éaeing Eye to detect attacks. Sensors are:

restricted to the usage of system calls and does not use mor
ne granular sensor data. In [16], a way to detect anomalies
with information ow analysis is shown. Pro ling techniques

are used, injecting small sensors in a running application. They

A sensor describes a data source that provides useful data

Already available data sources like memory consump-
tion of an application.

propose a model with clusters of allowed information ows and Software sensors inserted into a web application or a
compare this normal model against actual information ow. web application framework.

Similar models are proposed in [17], [18], [19]. This approach

is similar to our approach, but [16] focuses on of ine audits Sensors in the underlying operating system p.ex. sen-
for penetration testing. The approach presented in this paper sors in the glibc or in system call routines

is intended to be used online, hence it does not analyze the
whole information ow but focuses on the method call chain, All-Seeing Eye depends on the availability of a large
and is therefore more ef cient. number of sensors that can be used for attack detection.
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A. Sensor Implementation function, where the result is called uses a oating history

. L time period, which isdened am T andt 2 T are in state
Software sensors are implemented by injecting hooks atthg - ack The multipliern de nes how much of the history

beginning and end of functions. Hence, hooks are called beforg \,seq. To control the sensitivity of the system, a con guration
and after code execution of a method. With this approach

i - i X parametep is used. In normal model, a deviation is detected
e.g., it is possible to measure the method execution time f

each method used. It is also possible to identify the order o y: attack  if js j D

method execution. Hooks are injected directly into bytecode. It | o eurrentT ] (1)

is not necessary to recompile any application protected by All- lattack  if jScurrentt | < P

Seeing Eye. It is not necessary to perform any con gurationThis calculation is robust against statistical outliers and can

for the web application that should be protected, hence Allhe evaluated fast enough for real time calculation, in combi-

Seeing Eye is called "zero con guration”. As injection the nation with structures related to sort optimization. In further

technology proposed in [1], [2] is used. For the testbed usegesearches these calculations will be done (together with other

for the evaluation presented in this paper the sensors are placegnsor calculations) with a graphical processing unit.

in OpenCMS [32]. OpenCMS is a well known and widely used

framework for Content Management. All-Seeing Eye takes V. EVALUATION

care that methods used by the protected web application do . ) )

not clash with method names used by All-Seeing Eye. Sensor For the evaluation of the massive multi-sensor zero-

data is written to a |og le for further ana|yse5_ con guration intrusion detection system, two typlcal attacks

o on web applications are used: timing attacks and vulnerability

One way to minimize the output of sensors (and the numbeprobing. Especially timing attacks are hard to detect for

of data to write to the log le) is to produce no output for common intrusion detection systems. For our test environment

methods that have an execution time lower than the resolutio®penCMS version 8.5.1 [32] is used as web application to

of the timestamps (1 ms). It is suspected that these methogotect. OpenCMS is a well known and widely used framework

would not generate any interesting output as these methods a& Content Management.

usually helper methods or wrappers.

A. Evaluation Environment

IV. " MASSIVE MULTI-SENSORZERO-CONFIGURATION For the evaluation of All-Seeing Eye, a paravirtualized,
INTRUSION DETECTION SYSTEM openvz solution [33] is used. This approach has the advantage
This section describes the design of the proposed massifBat is is very realistic compared to simulations. The presented
multi-sensor zero-con guration intrusion detection system All-hardware settings are the settings of the corresponding virtual
Seeing Eye. All-Seeing Eye uses the software sensors, d8lachine. Table | lists hardware and software used for the
scribed in more detail in the last section, to calculate intrusiorgvaluation.
metrics. The metrics described in the following are focused

on detection of outliers in timeline data values to detect brute TABLE |: Experimental setup
force attacks. However, the approach presented in this paper is
not limited to this attack class, it can be easily adapted to detect - H%;dévafe(sgqggz -
various other attacks. Even attacks on the business logic can Memory ores (2 1GHZ on hostsysterp
be detected as the presented approach uses software sensors Ethernet Bridged at 1 GBit Nic
embedded in the code of an application. This is out of scope __Software(Server)

f this paper Server Version Apache Tomcat 7.0.28 [34]
0 paper. JVM Sun 1.6.0.27-b27

An advantage of All-Seeing Eye is that it allows to detect
side channel attacks without knowledge of the web applicatio%
which is to be protected. In the absence of an attack, there is’
a high correlation between method calls de ned in a method To validate the hypothesis, that requests to the same target
chain. As shown in Section V a single call results in correlatechave the same ngerprint, the following experiment has been
calls (method chain) of other methods. The system under loaconducted.
shows the same correlations. These correlations are further First, a baseline is established for all other experiments.

gﬁgsvds ZS di?fgreerrp:tng:asﬁa\lfig(rjeae?]tézcg,llow;vfgﬁgemﬁysgt?;ecTsTo do so, several requests are sent to the server and the server
see Section V for details 'AII-Seein Eve does not need Is restarted after each request. No interfering processes are
: 9By nning on this server.

precon gured or constructed normal model. For this approach
the normal model is created from history. At time= O it After establishing the baseline, the whole website is

is always assumed that there is no attack, hence statsis crawled in a second step, ensuring that requests are sequential.
alwaysc! = attack. If there is no attack, the same ngerprint The crawler is con gured to request a single page and all

s should show up in each distinct time peridd with the  depending images and scripts. To test the software under load
same probability. A deviation from the number of ngerprints in the third step, another crawler requests the server with 20

(written asjsj) in a time periodT is de ned as possible concurrent users, with a delay of one second between each
intrusion. This behavior is well known, as stated in Sectionrequest/user. Overall, there were in average 20 requests per
II. The new approach here is the lack of need to de ne what aecond for different websites. The second and third step have
similar request is. The normal model is built using a quantilebeen repeated 100 times. In each run of the experiment, the

Fingerprints of Normal Behavior
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Figure 1: Two ngerprints of different requests Figure 3: Time difference between logged in users and users not
logged in on the start page

To evaluate if All-Seeing Eye can recognize brute-force
attacks, an experiment has been conducted where an attacker
probes the login page and tries to identify valid user names.
The following pattern was used to generate the login requests:

http://192.168.2.89:8080/opencms/.../index.html?
action=login&username=usernamipassword=
passwordnotindb ... snippedEnd

//username 1..usernamen in dictionary

http://192.168.2.89:8080/opencms/.../index.html?

. . action=login&username=username&password=
Figure 2: 100 requests on the same page passwordnotindb ... snippedEnd

The attacker used a dictionary with 1000 names for the
metrics described above produced unique ngerprints for everyprute-force attack. To make detection harder, the attacker uses
requested target. This can be seen in Figure 1. In this gure th80 different user agents as well as 20 different IPs. Only one
ngerprint of the start page and the request to the login pag&alid username exists in the database.
are extracted from the logged data. Under load the signature

looks like the picture presented in Figure 2. Figure 2 shows a subset of 100 requests. From the gure,

it is obvious that the probing attempts produce many similar
The result in Figure 1 shows that there are stable correlangerprints. It shows a high correlation between different
tions between method calls. For better readability, points thatequests, the sensor values and the order different sensors are
differ less then 3 milliseconds are averaged. The experimengalled in one requests. This order and the values are stable
show that it is possible with All-Seeing Eye to identify similar over all requests. Hence, All-Seeing Eyes can easily detect a
requests using their ngerprint. probing attack even if someone uses different header data. No
a-priory knowledge of the system which is to be protected or

. . i . the vulnerability itself is necessary.
C. Fingerprints of Information Leakage and Probing for Vul-

nerabilities _ ) o
D. Fingerprints of Timing attacks

OpenCMS version 8.5.1 has a known information leakage . i o

vulnerability, as described in [35]; using the default setting OPENCMS version 8.5.1 is vulnerable to timing attacks as
there is no limit for failed logins per time period. Also, a large ¢@n be seen in Figure 3. The gure shows the times for loading
amount of information is given in error messages, especiall@f the start page for users that are already logged in as well as
the error message "this username is unknown”, if the giverfOr users that are not logged in. A signi cant difference (849
user name does not exist and “password is wrong”, if theMs to 798 ms) exists.

given pas_sword is wrong for an existing user allow an attacker Using this timing difference an attacker can brute force
to nd valid user names, by trying possible user names from,ger names by a dictionary attack. All logged in users can be
a dictionary and using error messages to nd out if an useleiected. As with the information leakage and probing attack
name is valid. This attack can be detected with a statisticgf; gpsection V-C, current intrusion detection solutions need

analysis to detect the brute force analysis Il. To do SO, gnormation about the system which is to be protected and the
detection technique needs to identify if a single resource ISulnerability to detect this attack.

called many times but with different parameter in the request

header. A normal model is needed for allowing patterns to test To test if All-Seeing Eye is able to detect timing attacks
for deviations of the normal model. This needs deep knowledge/ithout knowledge (zero-Con guration), the following exper-

of the system to protect and the vulnerability itself. All-Seeingiment has been conducted: An attacker uses a dictionary of
Eye is able to detect this attack (and also other probings usinj000 user names to execute the timing attack. Each request
brute force attacks), without this knowledge about system andas different header data in the request only in the login name
vulnerability. and the password as shown in listing 1.
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Listing 1: Header Data Function
T

I/ successful login |nterception
http://192.168.2.89:8080/opencms/.../index.html? (Preprocessor Hook)

action=login&username=admin98&password=admin .

1...snippedEnd . - -
//username not present, pwd not present Original Function Hypervisor
http://192.168.2.89:8080/opencms/.../index.html|? T

actlon=Io_g|n&username=gsernamenotpresent& Interception
password=wrongpwd ... snippedEnd
//username present with wrong password (Postprocessor Hook)
http://192.168.2.89:8080/opencms/.../index.html? 1
action=Iogin&gsername=admin832&password= Return
wrongpwd ... snippedEnd

Figure 5: interception strategy of Apate

somefunction() —  function_hook()
...instructions... ...instructions...
call func xyz call trampoline
...instructions... ...instructions...
func_xyz() trampoline()
push ebp old instr #1
Figure 4: 100 requests on the same page d qword [addr] old instr #2
Stp dword [esp] old instr #3
retn J jmp func xyz + n
Figure 4 shows an example of ngerprints of the experi- ...instructions...
ment.

Figure 6: Hooking using a so-called trampoline
The rst ngerprint shows a successful login, the second
ngerprint shows a login with no present username and third
ngerprint shows a login with present username but wrong
password. The results clearly show a correlation of the difblock and/or log the original function parameters and the

ferences in order, time, and amount of method calls for eacfurther execution of the original function. The manipulation
request. possibilities are explained in detail in Section VI-A. The
postprocessing hook has the same capabilities than the pre-
VI. BRIDGING THE GAP TO HONEYPOT DEPLOYMENT processor. In additipn it is able to manipulate the return code
' of the original function.
As stated in Section lll, it is possible to analyze an
application for timing attack vulnerabilities without the need of
sophisticated penetrations tests. However, whenever a provid
wants to offer a vulnerability, he needs to install this ex-
ploitable piece of software. In the proposed example of timing  This technology, well known in rootkits for Windows
attacks, the provider is able to identify the place where suclor Linux, is explained in detail in [2]. The hook injector
a vulnerability has to be installed. overwrites original code (located ifunc_xyz in Figure 6)
ith a jump to the hooking code. The hook will process
e hypervisor. At the end of the hook, the trampoline gets

To prevent detection, Apate is injected into the original
furnction with a trampoline technology. Figure 6 describes this
Frampoline.

More generally, this place can be any function or a set oﬂg

functions available on the target system. The provider needs 19,y “the trampoline holds the overwritten code from the

change this function or set of functions to change the behaviof; 5| code, and returns then back to the original code. This
of this functionality. technology makes it hard for rootkit detection tools and is live

This solution, further called APATE, intercepts functions patchable.
and allows to execute custom routines in those functions.
Figure 5 shows this interception strategy. A. Manipulating functions

Any function call to the hooked function will be intercepted Apate and, therefore, the manipulation of functions can be
by a preprocessor hook. This hook leads to the hypervisocon gured with the help of a high level language. In detail the
Inside the hypervisor some custom code gets processed. Tlen guration high level language and the rule possibilities are
hypervisor and its language is explained in Section VI-E.explained in [2]. This high level language formulates rules (or
The result of this routine decides on the action to invokeany other functionality), which gets process by the hook. A
Within this hypervisor process, it is possible to manipulate brief overview over this functionality is described in Figure 7.
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Hook | Hypervisor define cl,c2,c3 as condition
define r1,r2 as rule
[ define al,a2 as action
f |Og define cbl as conditionblock
- define rcl as rulechain
1 define syl as syscall

f_changgpath let cl1 be testforpname

i let c2 be testforparam
. let ¢3 be testforuid
Hook return 1 f_call_orig let al be manipulateparam
let a2 be log
Figure 7: Conceptual Manipulation Strategy let syl be sysopen

let cbl bef(cl("mysql”) & c2(0;"/var/n
lib/mysql/ "))g

let rl befcbl>al1(0;"/var/lib/mysql/” n
;"I honey/mysql/™)g

let r2 be ff ¢c3(">",0)g >a2()g

let rcl befr2,:rlg // :defines exit

Apate Compiler

bind rcl to syl

|<—

Figure 9: Example Sourcecode Apate language
Apate Assembler

I<_

cl tests the actual process name against a given naghe.

tests if a parameter of the hooked function is equal to another

Figure 8: Con guration work ow of Apate value.c3 tests if the uid is equal to a given value. The actions
al,a2 manipulates a parameter and write some log. The
bind statement binds the rules to the syscgden . This will

" The build a hook in theopen function. In conclusion, the rulechain

) Orewrites the parameter to any call fopen and when the

faram inheritgvar/lib/mysql to the path/honey/mysqlThis

redirection of the path gets logged for further analysis.

In this case the hypervisor works with three “rules
rst rule logs the function call and its parameter, the secon
rule manipulates some parameter and the third rule procee
the original function with the manipulated parameters. Of
course, it is possible to write rules which delays the original .
function or prevent the execution of the original function. C. The Apate Intermediate Language

The intermediate language is based on the concept of the

In demarcation to [2] the high level language results in ntel i386 assembly language. A command consists of the
binary machine code like bytecode, which gets processed b y language. o
ommand and at maximum two parameters. As minimum a

the hypervisor. Figure 8 shows the compilation and assemblin ommand has no parameter. A parameter can be a constant
of the rules. A rule is formulated in a high level Ianguagea reqister. a valuepof an re.ister; a pointer or the value of ’
(code.apatg This gets compiled over bison and ex to an in- 9 ' ; 9 »ap .

a pointer. The hypervisor has an own stack, registers and

termediate Assembler like languagm(@e.asm This language . . .
is further called the Apate Intermediate Languagépate-IL memory management. This leads to the basic concept in

This Apate-IL must be architecture dependent, as it provide%IStIng 2:

addresses. In the assembling step the Assembler like code Listing 2: Apate-IL Concept
gets assembled to a machine code like languagele.cO0
see also Section VI-E). This binary code is processable by the labelname:

hypervisor and further called the Apate Intermediate Language = command<dest < source

. command< dest
Operational code oApate-IL-OC command

B. The Apate High Level Language Technically, a label gets assembled tmap] and all references

The language provides a exible language to build hooksto the label are transformed to the appropriate address. Apate-
for functions in any x86 or i386 architecture. It is able IL consists of the basic commands lik@op],[impjjzjjnz],[
to de ne functions, reuse patterns, store variables and basksidsumufdiv],[cmpjtest],[ call],[ret],[pushj pull] and a few other
mathematical computation. With those abilities it is possiblecommands for convenience.
to build transparent rulesets for the hooking of functionalities.
This section gives a brief overview over some core componen
of this language. The language is inspired by Haskell[36] an

In addition to a standard assembly language, there are
?ommands especially designed for honeypot purposes:

pf [37]. A more detailed description is given in [2]. [sleep] - delay for ticks
Listing 9 shows some example source code for the Apate [inwind] - does some sophisticated jumps for anti
language. In this case, 3 different conditions will be generated. disassembling
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1 Bit just one parameter, the second nibble has the vayevhich
means no type.

m B’dlz‘ ’ d13‘B’d16 A command can have any operational code between
) andFe. The FE opcode is used as a debugging trap.

Instruction ParamType 1 ParamType/Q

During the assembling part, the assembler lexes the Apate

e - Intermediate language. With the help of Yacc an AST gets
.~ built from the sourcecode. This AST gets preprocessed by the
d17‘ B ’ dm‘ ’ dm+1‘ B assembler. Any label and references to labels gets transformed
to addresses in a rst step. In a second step, the preprocessor

checks for wrong (or invalid) addresses, invalid commands or

Param 1 Param 2 irregular command chains. In a third step, any data that should
Figure 10: A command in Apate IL-OC be stored in a data section gets collected.
Following this step, the assembler will transform the AST
to the Apate Intermediate Operating Language, which is in fact
[adebug]- does some anti debugging techniques some binary code.
[asm] - executes real Machine code In a last step, the assembler generates a binary represen-
_ tation, consisting of a header (inspired by a ELF header), the
[fcall] - calls “real” functions Apate IL-OC section and a data section.
[oops] - provides kernel oops Out of scope in this research is the ability to store some in-

formation about encoding, different instructions sets and other
information, which are needed for sophisticated obfuscation
and anti disassembling technologies.

The [sleep] command consumes real CPU-Time and provides a
sleep functionality. Theinwind] command is just a wrapper for E. Hypervisor engine
inwind calls. This technology makes it possible to jump into a
real command. This means, that whenever a “long” command,

[foushj fpull] - makes it possible to interact with the
underlying process (the original function)

The hypervisor needs to ful Il different requirements:

like the[move<desl> integer]Command uses the constant integer Provide a turing Comp|ete |anguage for exible rules
to formulate a new “short” command likgz 5], which is ) ) )
only four bytes over all and has the size of an integer, Provide a hypervisor to process this language

the inwind command calculates the jump address to this

e ; h Provide a hypervisor that has low resource consump-
“obfuscated” command. This is just for convenience to avoid yp P

: . : tion
annoying calculations. The commanatiebug] provides some, _ 3 _
out of scope in this paper, technology against debugging. The Provide the ability to call system functions, change
commandasm] maps real machine code(provided as shellcode) process memory content

into RAM and runs it. This makes it possible to optimize some
calculations. Thefcall] command is able to call real functions

on any given address and is used as a wrapper for the realanother requirements like different instruction sets, Huffman

call] command. Theoops] command provides in combination encoding, inbuilt obfuscation and anti-disassembling strategies
with a special kernel system call a real system kernel oopsare not in scope of this paper but part of the real hypervisor
The [fpushj fpull] commands can interact with a special stack,prototype. Those (not listed) requirements make it substantially

provided by the hypervisor, to communicate with the hooketharder to detect and analyze the hypervisor system and their
function. Both commands are used to read parameters and Stq{ges.

them back.

Embed real x64 or i386 machine code

The Apate Hypervisor has a classical design, based on
egister, stack and an instruction array. Figure 11 describes

. . [
D. The Apate Intermediate Language Operational Code anqhe basic architecture for the Apate hypervisor.

the Assembler
. The Code Section holds the pure Instruction Code, as pro-

diatTe hiaﬁpif_lel:clicislsaat?isr%Tblid t{rrr?irzneéhzn'?jpatrz nggg::évided by the assembler. This Instruction Code gets processed

version ofgthe?Abate-IL A singl)é coF;nmand is ShO\E)Vﬂ Fi)n Figuregy the Decoder and Execution Unit. The Data Sect!on stores
' all constants from the source le. Most of the following data

1.0' An instruction .is a 8 Bit operational code, followed by .2 storage units are architecture dependent. The underlying Host
nlbbles, representing the parameter types. This type dec'd%:?chitecture decides if a value 3 Bit or 64 Bit.
if the param is an address (64 or 32 Bit), an Integer (64 or

32Bit) constant, or a register@:::9). The decision for 64 or The Register is able to stor@2j64 Bit Values and can

32 Bit is architecture dependent and uses the lengtizeft. be compare with the General Purpose Register from other
The following parameters can have different sizes, dependingrchitectures like x64. The Flag register holds Flags like Zero
on their type. Some commands, likeop], does not have any Flag or Traps for the Debugger. The stack can keep BZjBY
parameters and, therefore, there is no need for type decisioBit values. The Pointer Register is used to store pointer like
Such a command needs only 8 Bit. Whenever a command hdke instruction pointer, the return pointer and the stack pointer.
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Register VII. EVALUATION

The Apate Hypervisor needs to process the custom code
Flag Register inside a hook in an ef cient way. Performance tests should
assure that Apate is able work under productive usage. The

Decode & most important factor is the overhead of the hypervisor and
Execution Unit Stack the processing of common used code patterns. To evaluate the
performance of Apate a common command in *Nix system is
hooked.

The experimental setup is shown in Table IlI.

Pointer Register

System Stack

TABLE llI: Experimental setup

Code Section Host System
CPU 2 x XEON
Memory 64 GB Ram
: Ethernet Bridged at 1 GBit Nic
Data Section Virtualisation ESXI
Measurement System
Figure 11: Basic concept of Hypervisor CPU 2 x VMWare CPU
Memory 8GB Ram
HDD 30 GB Backed by ESXI
HDD Format ext4

The System Stack is a special stack to interact with the host
system. The hypervisor is able to write values to and rea
values from this stack, and the internal language is able to d
the same. With this communication stack, parameters and oth&é
values can be injected into the hypervisor based software.

The test scenario is a clone of the cp-command. Aside
om command parameter processing, the command uses the
pmmands in Listing 3.

Listing 3: Example code for cp-command

Table 1l shows some of the components in Apate Hyper- for (;;) f
Visor. readed = read(filenosrc ,buffer,buffesize

)
if (!readed)f
[leof

TABLE II: Register and Stack in Apate break
Type | Name [ Number | Size (Bif ?Nritten = write (filenodst , buffer ,(sizet)
Instruction Section - n 8 readed);
Data Section - n 8 9
General Purpose Registgr  r0...r9 10 64j32
Stack - 1024 6432 This piece of code readsuffer_size bytes from
Instruction Pointer eip L 32 le filenosrc and writes readed bytes back to le
Stack Pointer stp 1 32 flenodst . The variablebuffer_size is one of the
Return Pointer rtp 1 32 performance variables under *Nix Systems and corresponds
Flag Register - . 8 to the copybuffer.
Flag Zero-Flag 1 1
Flag Sign-Flag 1 1 The performance test generates a le with 100MB and
Flag Error-Flag 1 1 random data. Then this le gets copied with the cp-command
Debugger Flag Next-Flag 1 1 to another le. As reference, a measurement without any
Debugger Flag Trap-Flag | 1 ! hooking has been done. This reference is further catted
Each measurement has been done with different values of
The CPU starts with the rst address in the code sectionblmer—Slze
stored in the instruction pointer. Due performance issues the Letl, 1024 be the value ofouffer_size .|, starts
opcode gets interpreted by index to function pointer translationwith 0. However, abuffer_size of 0 is not usable. In this
In combination with the two nibbles (1 Byte) to identify the case thebuffer_size is set to 1.
correct function it needs two steps abd2 3264 Bit to 8 .
identify an opcode target. In 1+4 if In < 100
The values stored in the nibbles to identify the param types Ih = A, < 1;000 (2)
are used to read the parameter values from the instruction code. E l, 1+1:000 if 1000 I,
; A '
Together with the opcode, the Execution Unit calculates I 10,000
the result of this operation and then sets the next instruction
pointer. Each size of, has been tested 10 times.
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Figure 12: Performance Measurement m1 against m2 Figure 13: Performance Measurement m1 against m3
To test the overhead the parent function (in this case the 180 , , , , , ,
function that inherits the code in Listing 3) gets hooked by 160 4
Apate. The custom code inherits 2500 compare statements i ma 1
Hence, those statements re ects 50 string compares with 50 g 140 1
chars each. This test is further callet®. = 120} 1
Figure 12 compares the referenod with the overhead of T 100} i
the hypervisor inrm2. 5 20
This measurement shows that thaffer_size value %
has an impact to the overall performance. The outstanding S 60 T
performance for reading and writing (with over 500MB/sec) A 40} .
can be explained with heavy caching due the ESXI Host 20k ]
system. This measurement also shows that the overhead fo

the hypervisor is not signi cant. 0 ! ! ! .
yp 9 0180  0.190 0200 0210  0.220

Runtime in Seconds

The next measurement ensures that the hypervisor is able
to server even a high amount of custom code calls. For this
the read function has been hooked with the same custom
code than before. Dependent on thaffer_size more or Figure 14: Density of Runtime at m4
less hooks are called by the cp-command. This measurement
is further calledm3. Figure 13 shows the difference between

m1l andma3.
) ) throughput row shows that even under high load, and when
This measurement shows that Apate is able to serve custogyery system call to —open— is hooked even under worst

code even with a high amount 100.000 custom code calls. scenario uffer_size== ), the throughput rate is better
Table IV concludes all 3 measurements. than the throughput rate from a standard HDD.

The performance test should also show the in uence of the
TABLE IV: Performance Description m1,m2,m3 amount of operations that are running in the hypervisor.
Measurement [ my mo ms For this the cp-command has been tested 1000 times with
Measurements 4.390 4,390 4,390 a buffer_size=8 and a le size of 100MB.
min(runtime sec) 0.16 0.17 0.19 .
max(runtime sec) 0.48 0.48 1573 Figure 14 shows the reference measurement. The mea-
mean(runtime sec) 0186 0188  0.810 surementm4 shows the reference measurement without any
sd(runtime sec) 0042 0042 2017 hypervisor in uence. The x-axis shows the runtime in seconds.
Throughput(MB/s) mean| 536.320 530.566  303.411 The y-axis shows the density of each runtime in all measure-

ments. The measurement shows, that the measurement is only
in a small range of runtimes, which means a stable runtime
In conclusion, the measurement shows that the amount dbr a given buffer and le size to copy. Figure 15 shows
hooks does not interfere with the performance of one singl¢he throughput of the reference measurement in MB/s. The
hook. The Standard deviation is also in an expected range. TtiBroughput is generated with a weighted exponential moving
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Figure 15: Throughput behavior m4 Runtime in Seconds
Figure 16: Density of Runtime at m5
average over 20 measurements for more clearance. It also
shows that the performance is stable through all measurements.
Table V describes the m4 measurement data.
TABLE V: Performance Description m4
: 510 T T T T
Measurement [ time throughputMB=s
M_easurements 1000 1000 " 500} |
min 0.19 sec 465.029762 E
max 0.21sec  513.980263 v
mean 0.196170  498.168027 c 490
standard deviation| 0.005221  13.303990 =
a 480 1
=)
The standard deviation shows that with a given buffer and 3 470} i
le size, the command has a stable performance behavior. ’E
The measuremenn5 uses the same setting than in mea- 460} ms5 7
surementm4, but a hook which calls the hypervisor with
a custom code is called once. The hypervisor custom code 450 . . . .
inherits 2500 compare statements, like in measurement 0 200 400 600 800 1000
Figure 16 shows the density of the measurenmmebt Measurement 1D

Compared to the reference measurement, the data from
m5 shows that the hypervisor has only a small in uence on Figure 17: Throughput behavior m5
performance. However, it also shows that the performance of
the hypervisor is stable along 1000 measurements. Figure 17
shows the throughput of measuremem in MB/s.

The throughput is generated with a weighted exponential
moving average over 20 measurements. This illustration of data
shows that the performance is stable over all measurements. It
also shows that it is possible to keep the throughput rate, even
with the hypervisor enabled.

TABLE VI: Performance Description m5

Measurement [ time throughputMB=s
Table VI describes measuremen®. Measurements 1000 1000
.. E min 0.19 sec 406.901042
The standard deviation shows, that the hypervisor has a max 004 sec  513.980263
stable performance behavior. mean 0198180  513.980263
In measuremenh6, the behavior of a productive honeypot standard deviation| 0.005265 12897778

scenario is shown. In this case a honeypot, exploitable by
timing attacks and with the ability to appear with an HDD with
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another throughput rate is built with Apate. The hypervisor Compared tan4 the measurements show that the sleeping

should provide a throughput rate of 65 MB/s, instead of the reafunction is able to generate a completely different runtime

throughput rate fronm4. The scenario is the same likeim4  scenario. It also shows that the performance is stable along
andmb5. A random generated le of 100MB gets copied and all measurements.

the time gets measured. This measurement has been repeated
1000 times.

Let trea be the time to copy one KB on the real system.

Figure 19 shows the throughput of measureme@ in
MB/s.

. d The throughput is generated with a weighted exponential
The real system is the honeypot system. ey be the time moving average over 20 measurements. This illustration also

to copy one KB on a ctional honeypot system. In the case .
of this measurement, it is a system with a HDD that providesShOWS that the throughput is stable over all measurements. It

a throughput rate of 65MB/sec. Lbtbe the buffer size, used also describes that the target rate of 65 MB/s is stable over all

by the cp-command. The hook with the hypervisor is bound’neasurements with a small deviation.
to theread -function. To decoy the attacker, the hook needs Table VII describes the data for measuremert
to sleep for a timéseep, Such that:

toeep = D (thoney  treal) (3) TABLE VII: Performance Description m6
The calculationthoney  treal iS @ constanty,ir to describe Measurement | time throughputMB=s
the honeypot system. Measurements 1000 1000
. min 1.23 sec 58.128720

The custom code, processed by the hypervisor, reads the max 168 sec 79395325
variablebuffer_size . Then, it multiplies this variable with mean 1521950  64.290778
the sleeping rate constan;: . The result is used to trigger the standard deviation| 0.063464  3.020391
sleeping function. The full functionality in Apate-IL is shown

in Listing 4.
This description shows that the mean throughput is very
Listing 4: Sleeping function in Apate-IL near the expected throughput rate. It also shows that the
standard deviation is low, so that the honeypot is able to

fpull r1 .
fEﬂII ;2 provide a stable throughput rate.

mul rl r2

sleep rl VIIl. CONCLUSION
exit

This paper presents Apate, a hypervisor for custom code
to hook any function in a *Nix Kernel or userland-program.
With the possibilities of the proposed solution to detect timing

OIattacks, it is possible to identify the best place to hook a
function and to inject the honeypot component. Apate works
a function level, and is able to log, block or manipulate
ctions. The evaluation shows that Apate has only a low
performance overhead and can be used in productive scenarios.
Figure 18 describes the density of6. The evaluation also shows that Apate is able, with only four

The rst and second line reads thHmuffer_size and the
constantt,,r and stores them in registet andr2 . In the
third line, both values stored in the registers gets multiplie
The result gets stored in the most left register The sleeping
command uses this value to sleep. The exit command quits tI]EH1
hypervisor processing. un
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commands, to build a honeypot for timing attacks, and to lurg13]
an attacker with timings from a completely different hardware
system, without any installation, compilation or any other time
consuming con guration. As future work, we will implement 4]
more commands for usage in honeypot systems. We also plan
to include multiprocessing and a more advanced code sectiogs]
At moment Apate is in a beta status, whenever it is more stabl
(the assembler does need some tweaking in error detection),
Apate will be open source under github.
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Abstract—Mobile devices are a popular means for planning, more likely that con scated devices yield information rele-

appointing and conducting criminal offences. In particular, short ~ vant for the investigation process and could reveal additional
messages (SMS) and chats often contain evidential information. evidential aspects, such as identities of backers or other crime-
Due to the terms of their use, these types of messages are funda- re|ated intentions of the suspect. On the downside, these
mentally different from.other forms of yvritten communication in information need to be extracted from the raw chat data,
terms of their grammatical and syntactic structure. Due to the low which is, considering its scale, barely manageable by manual

price of media storage, messages are rarely deleted. On one hand, | dditi ith th . t of ilabl
this fact is quite positive as potentially evidential information means. In addion, wi e growing amount of avalable

is not lost. On the other hand, considering only SMSs, 15,000 Memory and the ongoing popularity growth of text messaging,
and more stored only on one mobile phone is not uncommon. In it can be postulated that manual perusing and annotating will
most cases of organized or gang crime, there is not one but many become practically impossible. Hence, there is a necessity in
devices in use. Analysing this large amount of messages manually developing computational (semi-) automated technologies that
is time consuming and, therefore, not economically justi able in  can support the investigator in the process. To achieve this,
the cases of small and medium crimes. In this work, we propose a researches have to cope with a number of issues. Most notably,
process chain that enables to decrease the analysis and evaluation messages are often enriched with typos and grammar mistakes
time dramatically by reducing the amount of messages, that need introduced by lowered language use standards observable in

to be examined manually. We further present an implemented . . .
prototype (MoNA, mobile network analyzer) and demonstrate its casual text conversations. Suc_h m|.st§1kes pose major problems
for text mining and computer linguistics.

performance.
Keywordsforensic; ontology; German; text processing; expert Based on our previous work [1] a straightforward technique
system; text analysis; short messages for identifying individual conversations in SMS chat logs

is introduced in this paper and evaluated on a manually-
annotated SMS dataset. In addition, in Section Il we rst
discuss general background and related work considered in
With our previous work [1] we try to close the gap betweenthe MoNA development process. In Section Ill, we de ne and
backup and recovery of data and its content analysis in theharacterise short message semantic analyses in the context of
context of mobile forensics. The fast-growing mobile market,forensics, providing detailed aspects involved in the motivation
constantly emerging or rapidly changing technologies and higlf our work. Further, the SMS dataset used to develop and
hardware diversity require rapid development of new forensievaluate MoNA is described. We emphasize that the dataset
tools. In recent years, many works have dealt with the backujn use has been relevant for a closed drug crime investigation,
and recovery of data on a variety of platforms [2]. However,thus actual information provided in this study are based on
there are few works that deal with the analysis of the textuah real-life application scenario. In this respect, in Section
content. IV we introduce measures for quantifying the potency of a

eyword dictionary provided by investigators that is used by

Over the last decade, our understanding of communicatioh/loNA to classify and score identi ed conversations. These
and its means have changed drastically. With the introduc- '

tion of inexpensive messaging technologies and comfortablngpe"’:jsure‘?c acﬂ]dltlonal_ly_prowdS Stat'St'Cﬁl g_urv_as that can be
usability driven by increasingly powerful smart devices, com-u?,[e dtp urther t?]pt|m|§de e:_nl rene t te' |(cjt|(znatr_y In use.
munication has shifted towards conversing via chats and sho%?sre d|sbcu,\s;lsgr'\1]% (Seegt\ilcl)ne\?)lawgc:jr:evrﬁ:)sr?sltcr)ar\]te ﬁseceﬁgrﬁ{gﬁgzs
messages (especially short messaging service, SMS). Besi Secti y VI and ide f t ts in S pt' VI
rising computational power, mobile devices are also providecﬁn ection VI and provide future prospects in section Vil
with signi cant amounts of memory that allow storing appli-

cation data, documents, images, and thousands of messages Il. RELATED WORK

exchanged with a multitude of conversation partners. Although

the number of exchanged messages can be in the thousange act:i\?grp?ésvdwvglspstg)ég \f/\r/?t? t;]ned;f]g?/’S?;e:f'cs'ﬂgrto&:gf;c;’
they account only for a small fraction of occupied space in y y ges.

general. In consequence, chat and SMS logs are rarely delete{0St Of these works address the binary classi cation problem
' ' in"terms of SPAM detection. For example, in a large-scale

In the context of digital forensics, this aspect leads tostudy Skudlark [3] examined approaches to detect SPAM
an ambivalent situation. On the positive side, it has becomactivities. However, they rely on the presence of URLs in the

I. INTRODUCTION
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text body, which limits the applicability of these methods to

forensic short messages on very few cases of fraud, computer

sabotage or similar crimes. Ahmest al. [4] presented an

SMS classi cation approach based on Naive Bayes and

priori algorithms. A further method has been discussed by

Xu et al. [5] that relies on content features for classi cation.

Although this method yields reasonable results, an application

to most elds of forensics cannot only be based on meta

data. But this kind of data can be useful to enlarge the target

matching space. In the eld of multi class SMS classi cation

Al-Talib et al. [6] introduced a technique using an improved

TF-IDF weighting, whereas Patet al. exploit arti cial neural

networks [7]. Another interesting work was presented in 2011Figure 1: Number of SMS and IM messages (WhatsApp) sent

by Ishihara [8]. In this work, the author proposed a likelihoodin Germany from 1990 to 2014 in millions per day (2015

ratio-based approach for SMS authorship classi cation usingstimated) [13].

n-grams. The model was trained and evaluated using the NUS

SMS corpus [9]. Unfortunately, a similar corpus for German

forensic SMS is currently not available. The general problemf . . . I .
or this is not a decrease in the mobile communications in

when trying to create such a corpus in the eld of forensics | but i hift h . o
is the availability of real-life data. This is the reason why 9€neral, but in a shiit to other convenient communication

Ishihara considered non-forensic data, while the develope ervices such as Instant messaging services (6. 9. Whats App).
classi er has been trained and evaluated for forensic purposebevertheless, every citizen sends one instant message per
Therefore, with respect to forensic short messages and thefdy. On average. The outstanding role of text messages today
special characteristics (which are discussed in Section ni-gand in the futurg, both n general Iand forensics contexts,
in more detail), the applicability of such a classier and Was thoroughly discussed in [14]. Since the communication
its performance in the real-life context of forensics remains?€haviour is mainly in uenced by the type of use, the change
unsettled. Furthermore, approaches for extracting informatiofff the medium has had only a relatively small impact on the
from short messages, as discussed in [10], [11], are frequent\sg”t'ng behaviour of the user. 'I_'hu_s, the results presented in _thls
based on the presence of correct grammatical structures. HoWork can be transferred in principle to other forms of mobile
ever, these do not exist in most cases for short messagemmunication in writing. In general, the forensic analysis of
Knowledge-based approaches, such as proposed in [12], allrg:nmma_lted texts is a big challenge for |nvest|gatp_rs—wh|ch
more promising since they can include priori knowledge Is especially th(_a.case for short messages. In addition to large
of the investigator to support information retrieval as well asTeSSage quantities only sent by one individual, such messages
information extraction processes. In the work presented b{}2vé @ particular characteristic, which makes the analysis

Nebhi [12] Twitter posts are considered, which, however, ar if cult even for experienced investigators. Consid_ering thg
similar to forensic SMS in some degree. amount of content that needs to be fully read, this effort is

probably justi able only in cases of severe crime or crime

Thus, in general, there is no approach available that caof high public interest. One of the current biggest limitations
cope with the challenges posed by real-life short messageguring the development of an automated solution for forensic
data. In addition, such an approach is required to be bothurposes is the lack of a gold standard. Yet, an effective and
applicable to all the data, and to perform as reliable as requiredf cient analysis in each relevant case is unthinkable without

by forensic investigation standards. the usage of computational solutions.
I1l. BACKGROUND B. Characteristics of Forensic Short Messages
A. Forensic Short Messages As already discussed in [1], forensic text's structure and

_ The analysis of short messages is a particular challengge s on the area of the crime committed by the offenders
In the context qf forensic text analysis. The_ reasons for t.h' heir level of education and their social environment. A more,
is the combination of forensic text characteristics and of highyeiaileq description of the general characteristics of forensic
information density, which is characterized by limitations in ye,s'can be found in [15]. Personalized SMS form the extreme
the number of characters. Such limitations arise on the on ase of these characteristics. They are particularly marked by

hand by technical reasons, on the other hand by the kind gfoqient Jack of correct grammatical structures. Therefore, it

use. Thus, short messages are often used in terms of “by the yif o1t to use (lexico)-syntactic pattern as discussed in [16]
way messages”.

[17] for extracting information of criminalistic relevance. Fur-
De nition 1 (Forensic Short Message)n this study, any ther, the usage of non-standardised emoticons, abbreviations,
textual message having the properties of an incriminated tex@motionally intended character extensions and especially writ-
and is sent or received using a short message service i€n effects of language erosion caused by language-economic
considered a forensic short message. processes make this task more dif cult and lead to a failing

_ _of known techniques. The following list shows some example
Looking at current surveys of the short message trafc iniayis to illustrate the problem:

the Federal Republic of Germany (see Fig. 1), a turnaround
can be seen in the development starting in 2013. The reason "aber was ich mein[e] is[t] wir niss[e]n wenn

§uality regarding grammar, syntax and wording strongly de-
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wir weihnacht[e]n gefeiert habl[e]nlbelst noney investigators were classi ed as evidential. This shows that sub-
hab[e]n’ jectivity can introduce signi cant errors in analyses processes

R . o . . and emphasises the need for expert knowledge. This study
Bﬁrtthg][eltdmrt\j '_Ch zu—;:,h[e] dem das rachste mall] thus focuses on the prototypic implementation of MoONA as
rich[tig] fette ali )}y a strategy for identi cation and classi cation of conversations

"Ich schreib jetzt wegen dir hab ich mein 12g nicht with respect to their relevance to the crime in question.

bekommen Vil Du ne aus[ de]m knick gekommen
bist XD” IV. WORD DICTIONARY POTENCY

The majority of text mining and computer linguistic algo-
ms rely on word dictionaries that provide the initial set
f words, which are screened against a given text dataset

rect capitalisations are underlined. Slang-aficted words an th | tor f ice. the i tiat -
phrases are printed in bold. The most challenging problem if! th€ process. In computer Torensics, the nvestigator aims
at maximizing the number of identied messages contain-

the considered context of SMS with criminalistic relevance is; . . 9. . . e
ng evidential information, to which we refer to as signif-

the usage of slang-aficted language combined with terms of . . .
hidden semantics. Hidden semantics refer to one kind of Jfant messages in .the fplloyvmg fext. I_n general, the basis
or the successful identi cation of signi cant messages or

steganographic code. Such a term is used in its common inn : . ; X X
cent meaning but its actual semantic background is prearrang&?&’nversat'ons in large message sets using string matching
by a narrow circle of insiders. For example, the question echniques and .phonet|c algor_|thms predomlnan_tly requires a
potent word dictionary. Word dictionaries are subjected to two
major requirements: First, they have a signi cant impact on
classi cation performances of utilised methods and thus should
be optimally composed in this respect. Secondly, word dictio-
appears innocent and unsuspicious because the Yem naries are r_equired to be domain-speci c, case-independent,
and generalized corpora of words—meaning that each should

nesgliner (a German beer branql) IS used as in asking for Be interchangeable and not be specically tailored toward
bottle of bet—_zr. However, .by con5|der|ng_ the actuall_context, th?he dataset in question. Especially in the eld of computer
author of this message is actually asking for marijuana. NOth .

Missing characters are included in square brackets, Wherea%h
additional characters are shown as strike-through text. Incor

"Bringst du ein Wernesdmer mit?” (Can you bring a
Wernesgiiner?)

that in this example we intentionallv do not use slang to avoi orensics, it needs to be further emphasized that a dictionary
; mp y 9 . considered to be speci ¢ for a certain time period and region
misunderstandings. But commonly terms of slang are mixe

, S s s well.

in regularly. These characteristics make it dif cult even for

criminalists and linguists with years of experience to read and In this study, MoNA has been provided with a dictionary

understand the semantics of forensic SMSs. of 90 words speci c for the drug scene currently present in
the Chemnitz/west Saxony region of Germany. In this section,

Thus, it becomes clear that any information not identi ed ,e5qre of dictionary potency, which supply simple quan-
as relevant by an automated system may be crucial in proving .otions of per-word performance, are introduced, demon-

the guilt or innocence of a criminal suspect. Eventually, itgiateq and discussed on the available data. First, measuring
can be stated that decisions concerning the evidential value

. i itial classi cation power of dictionary words is demonstrated.
forensic SMSs cannot be made by a machine. Subsequently, it is shown how word heterogeneity of obtained
word matches in the dataset can be measured. Word match
C. Dataset under Consideration heterogeneity provides statistical gures on word diversity in
n&nd between matching word sets in signi cant and insigni cant

The data used by the authors for the development of Mo o
non-relevant) messages, which in turn can be used to represent

is based on a dataset of a closed case of drug traf ckin

provided by a cooperating prosecutor for research purpose gr—wqrd speci city. Here, the investigator aims at maximizing
Nevertheless, the data is not publicly available. For this iversity between word sets and reduce heterogeneity within

purpose the legal framework has to be established, at Ieagfe sets, thus reducing ambiguities of obtained matches.

in Germany. In the case under consideration a smart phon . o -
of the susgect, an HTC Desire A9191, has been seize% ar%‘ Overview on Individual Dictionary Word Potency

a physical image has been generated by using Cellebrite's Analyses of dictionary potency have been conducted
UFED Physical AnalyzerThe textual data contained in this by employing string matching and two phonetic algorithms

image was exported as an Excel Workbook and forms th¢kolner phonetic [18] and Double Metaphone [19]) on the

basis for all further investigations. This dataset includes 14,30provided SMS dataset. All three algorithms reported a total
short messages (SMS) and 132,345 chat messages. During e 11,665 matches in the dataset, of which 310 had been
development of MoNA, only SMS messages have been used smnotated as signi cant by the investigators. Interestingly, a
far. Through an of cial of a cooperating police department all large fraction of 42 dictionary words matches exclusively to

short messages were manually read and evidential ones weséther signi cant or insigni cant messages (see Table I). The

labelled as relevant. Afterwards, the same work was performegeven words only matching to signi cant messages account
by a member of the research team without criminalistic backfor eighteen of the 310 signi cant matches. Furthermore, 35
ground. dictionary words yield no signi cant matches in the dataset,

- 0 L
In summary, only half of the relevant messages Wereclassﬁylng a total of 17% of the matches as insigni cant.

correctly classi ed as evidential by the research member and, In theory, a powerful dictionary yields signi cant matches
on the contrary, messages considered as insigni cant by thenly. However, the statistics obtained from actual data show
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most of the matches to be exclusively signi cant or at least to
be matching to both cases. Although errors should be expected
in practice, large fractions of anti-correlated words, as observed
in this study, highlight that a given domain-speci c dictionary
can produce unwanted effects caused by hidden ambiguities in
the data. Hence, a dictionary should always be considered as a
set of independent words—each of these with its own meaning
and power with respect to classi cation performance.

TABLE I: Results of initial word dictionary testing. 90 domain-
speci ¢ dictionary words have been matched against the SMS
dataset using string matching,0ler phonetic and Double
Metaphone. If a matching message contains evidential infor-
mation, the match is considered signi cant.

number of dictionary words type of matches % of all matches
7 only in signi cant messages 0.2

35 only in insigni cant messages 17.0

48 both 82.8

B. Measuring per-word Classi cation Power

To demonstrate the varying power of words, classi cation
performances of the 48 words matching to signi cant and
insigni cant messages have been analysed. Here, the Matthews
correlation coef cients (MCC) [20] have been computed for
each word and each of the three used algorithms. The MCC
is de ned as follows:

TP TN FP FN )
(TP+FP)TP+FN)(TN + FP)(TN + FN)
1)
The classi cation statistics TP (true positives), FP (false posi-
tives), TN (true negatives), FN (false positives) correspond in
this context to the following numbers:

MCC = p

TP - number of reported matches corresponding to
signi cant messages

FP - number of reported matches corresponding to
insigni cant messages

Figure 2:a: Predictive performance evaluated by means of
Matthews correlation coef cient (MCC) of 90 dictionary words
yielding matches in signi cant and insigni cant messages
(see Table I).b and c: Relative entropy Ki;) and relative FN - number of cases where the algorithm indicates
Kullback-Leibler divergenceKL ;) are measures for assess- no match in signi cant messages
ing word match set homogeneity respectively set divergence.
Three illustrative word match homogeneity scenarios for wordd he MCC is in the range of -1 and +1, where +1 corresponds to
w1, W,, and wy are depicted, with schematic plots &f, perfect classi cation, whereas the number of FN and FP cases
and KL , obtained from these scenarios shown on the righis 0. In contrast an anti-correlated performance is indicated by
(M* andM : matching word sets of signi cant respectively an MCC of -1. Furthermore, although the MCC is a more strict
insigni cant messagesy: Plots ofH, andKL , of 21 words measure of classi cation performance in comparison to the
yielding KL ; > 0:4. Colour highlighting is in correspondence classic F1-measure, it is less prone to errors introduced by class
to the three word matching scenarios shownhbinand c, imbalance, which is present for the majority of investigated
indicating varying degrees of ambiguity and, thus, signi cancewords. The MCC thus supplies an intuitive representation of
to dictionary power. dictionary potency, but also provides a measure that is ought

to be maximized. The computed individual MCC values are

shown in Fig.2a. As depicted, ten words yield MCC values

> 0:5 for any of the three methods. These words include the
mixed power of individual dictionary words. The aspect thattwo phonetically similar word€hristel (a German nickname)
thirty- ve of 90 words are anti-correlated—yielding only in- and Crystal as well asendspannendegmisspelled German
signi cant matches—is rather surprising, as one would expectwvord for 'anything that is relaxing’). In case of these three

TN - number of cases where the algorithm indicates
no match in insigni cant messages
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words, phonetic algorithms reported matches highly correlated given wordw being only present il *, Q(w) = 0 and

to signi cant messages, however, no string matches have beghe Kullback-Leibler divergence is not de ned. Due to these
identi ed. This is simply due to spelling mistakes made by drawbacks, the two-sided divergence is utilised in this study
the conversation partners. Here, phonetic algorithms have beaémstead:

able to successfully identify correspondences missed by string

matching that had been proven to be case-relevant. Further, in KL (M*jjM )= KL(M*jjM)+ KL (M jiM): (4)
case ofSchokoladea domain-speci ¢ synonym for hashish,

anti-correlation is observed, yielding string matches only to inFinally, KL , can be computed by normalizing the observed
signi cant messages. Manual inspection of string and phonetiglivergence using the theoretical maximal divergence
matches revealed spelling differences between signi cant and

insigni cant messages, whergchokoladds written correctly . iMj iMj

in the latter, leading to reported anti-correlated string matches. KL max (M7 jijM ) =log , M| +log, M
In signi cant messages, however, a consistent miss-spelling,
Schockoladénstead ofSchokoladgis present. Although there Y
are only two cases of positive messages, it can be proposed KL (M*iM )= KL(M™jM ) | (©)
that this typing error is actually made on purpose—where the ' KL max (M*jiM )~

additional 'c' could abbreviate 'cannabis' and therefore might

encode the actual meaning of the message in addition to usidgsing the de nition of word probability given in equation (2),
the synonym. In summary, for the majority of these 48 wordsShannon entropy can be computed:

()

classi cation performance is insuf ciently low. Even though X
string matching seems to perform superior to the utilised HM)= P (w) log, P (w): (7)
phonetic algorithms in this study, no signi cant performance w2 Uy
difference is observable (one-sided Welch test, p = 0.24 for
Kolner phonetic, p = 0.05 for Double metaphone). In order to obtain normalized comparable quantitiegM ),
H(M) is weighted by taking into account the maximum
C. Measuring per-word Match Ambiguity theoretical entropy, leading to
Finally, if a dictionary word results to two sets of matching H(M)
words in signi cant and insigni cant messages (as in case of H (M) = mi (8)

forty-eight dictionary words in this study), it is at least desir-

able to obtain two divergent, homogeneous sets of maicheg, rig 2 KL, andH, are illustrated schematically for three
Divergence indicates that the two sets differ in matching wordyrq match scenariow;, w, andws (see sub gures b and

composition, whereas homogeneity indicates word diversity) “\yhich are observed for 21 dictionary words. Here, only
within the sets. Thus, both measures in combination can progictionary words yielding minimal ambiguitk( , > 0:4) are
vide quanti cations of ambiguities present between and withincgnsidered. As iilustrated, if all unique words are uniformly
both sets. In order to avoid ambiguity, the researcher aims fisiriputed overM* and M H, is observed to be 1
increasing divergence and homogeneity. Sub gures 2b and maximal) andKL , is O (minimal). In this case, ambiguity
illustrate resulting hypothetical word match scenarios for thre€g maximal and simply by considering matching words, no
. . . . . . + 1 1
imaginary dictionary wordsw; wz; ws). M* andM  corre-  jagg; cation can be achieved. The corresponding dictionary
qund_ to the sets of matching words in signi cant respectlvelxNord w is thus of low classi cation potency. This case is
insigni cant messages. For measuring word set divergencgjmijar to word matching scenariss, whereas four dictionary

and homogeneity, relative Kullback-Leibler divergent& () \yords considered in this study yield similar values (highlighted
and relative Shannon entropy{() are here proposed. In iy green in Fig. 2a and d). Analogously, 11 and 6 dictionary

general KL ; corresponds to the normalized Kullback-Leibler \,5r4s can be assigned to scenawg (blue) andw, (red)

divergence, which is used to measure the difference betwegRgpectively. Also, by taking into account MCC values of
probability distributionsP and Q. A probability distribution  1age words, the dictionary words yielding good classi cation

for a word setM can be simply deduced by considering the hhtency can be identi ed. In our study, the dictionary words

relative frequency of each word in the set of unique waddgs bufeln, Christel, Crystal, drehen, endspannendesin@daum,
derived fromM . Thus sechen, smokeyield a low degree of ambiguity and good clas-

_ fw) si cation performance. Furthermore, dictionary words yielding
P(w2Uw)= iMj (2)  anti-correlation correspond to word matching scenarioas
well.

is obtained. For clarityP (M ) is denoted a®)(M ) in the

following. From this, the Kullback-Leibler divergence between  In summary, these statistics can be used to visualize indi-
setsM* andM can be readily computed: vidual dictionary word potency, but also to provide measures
that can aid in identifying unknown correlations and selecting

KL(M*jjM )= X P (w)log, P(W); 3) addi'gional potent words from obtaineq matches, or replacing
w2 U, Q(w) ambiguous less potent words. In this study, it is apparent

that a majority of words provided by the dictionary are of

whereM = M* [ M . However, divergence as de ned low potency. A large fraction of words are not sensitive to

here results to a non-symmetric measure, which also ndatigni cant messages or provide only low classi cation potency
always strictly considers all unique words M. In case of with respect to message relevance.
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V. |DENTIFICATION OF EVIDENTIAL SHORT MESSAGES for which response time is a given fractionp of

) . , response times with t to be expected?
With respect to properties of forensic short messages 5) If p is chosen sufciently smallf = 0:05 is a

discussed in Section llI-B, the identi cation of crime-relevant common statistical threshold), a critical response time
messages Wlt'hm'a large message history is a class[canon t can be determined. Thus, it is expected that for this
problem that is dif cult to solve by means of computational particular response tim@5%(1 p) of all messages
approaches as well as manual annotation. However, by taking are answered within that time period. The remainder
into account information extracted from related conversations of 5% is negligible in accordance tp.

instead of individual messages, automated classi cation strate- 6) If the response time between two messagesand
gies coqld be developeq and applled_ providing the investigator mi. exceeds the critical response time, the prob-
with a list of conversations, which in turn can be manually ability for both messages belonging to the same
perused, put into context, and can thus aid in the investigation conversation is expected to be low. Thus, it can be
process. As a positive side effect the context of the message is postulated that both messages do not bélong to the
maintained in such a preprocessing strategy, which facilitates same conversation.

the understanding when manually perusing obtained classi- 7) M can be split into different conversations solely
cation results. Thus, an automated method for identifying from the sequence of response times with respect the
individual conversations in message histories is desirable. In estimated critical response time.

this section, a statistical approach is suggested, which aims at

addressing this problem. First, the initial strategy for extractingpith the general hypothesis elucidated, the underlying for-
statistical data from message logs is elucidated and mathenalisms resulting to the identi cation strategy are now intro-
matical formalisms are introduced. Furthermore, a statisticafjyced. Lett = tm., tm, be the response time between
measure for quantifying conversation detection performancg@yo sequential messages of two conversation partners. Then

is introduced and applied to the proposed strategy. In this T js the set of all response times which fall within interval
study, the conversation identi cation strategy is applied to two(t,;t,]; thus T =ft jty <t t,g. The function of all

drug crime-related message histories both containing manuallypserved frequenciels; =k T, k parallel over time gives

annotated relevant (evidential) messages, whereas one furthgicharacteristic frequency distribution, which is illustrated in

contains a conversation index obtained from peruse. The lattgtig. 33 for a message history containing 1,550 messages. The
message history is eventually used to measure identi catiopn interval is 5 seconds.

performance of the proposed strategy.
In this histogram it can be seen that the frequency distri-
) ) bution follows an exponential decay of forae . Therefore,
A. Conversation Detection short response times are frequently observed. A causal relation-

In the context of this study, a conversation is considereégp between the observed distribution and response time can

as any amount of time- and semantically-coherent messag
between at least two people. Formally expressedMetbe
the set of all messages, wheme 2 M is corresponding to
any message i . FurthermoreM is in chronological order,

explained by the responsiveness of two callers. However,

iS responsiveness is not constant, but varies continuously
over time. To illustrate this underlying hypothesis, tdie the

time that has elapsed since receipt of the last message. The

: : cipient of the last message has not yet responded to this.
creating a temporal connection between the logged messages. . .
Therefore, the chronology of the exchange between the corY the responsiveness B . It should be noted, tha, is

versational members can be tracked. In addition, the responggrrespondmg to a sum of several human factors, for example

. - : or this readiness, the duration of the call and already discussed
times (the elapsed time between two sequential messages spects contribute to responsiveness variance. However, a

and mj.; ) can be derived. The strategy presented here i . . C
based only on derived response times and follows a simpl eneral dlec:e?se |ntr‘e§ptcr)ln5|ver.1e_ss ;:ar]: ?r? alssutmed conS|dr(]ar|ng
hypothesis: the longer the response time between two messa%%sgenera statement. It the recipient of the 1ast message nas
m; and mj.;, the lower the likelihood that both messages €en no rea?_on tg answetr_at tlm,ereatdmels? toﬁcong?ue
belong to the same conversation. Based on this hypothesigtﬁsizg\é%r:gdgﬂesg?: fg?malﬂ;rgsr?fesasec%a;ter Altrr?gugﬁ
:tsrt]gtifsotlilc?g;l |23a?gg;:oaches may gradually lead to the PrOPOSER imerous hu_man factors account to vayiance, the statement
B: > Bi+q IS reasonable to assume in the general case.

Thus, the responsiveness decreases tendentiously. Here it can
e postulated that a constant reduction natdescribes the
eduction ofB as a function of elapsed time since receipt of
the last message. This relationship can be formulated as:

1) Response times follow a statistical distribution (fre-
quency distribution). Short response times are thereb
more often observed than long response times.

2) Given a sufciently large dataset and obtained re-

sponse times, a probability distribution and hence dB

a probability density function can be estimated em- ot rB ©))
pirically on the basis of the observed response time

frequency distribution. Hence, the more time has passed since the receipt of a message,

3) Given any response timg the relative number of the lower is the probability that a response will still be sent.
expected response timest in a chat log can be es- Equation (9) can be readily solved (equation (10)). Thus, from
timated based on the approximated density functionthese considerations time-dependent responsivahesssults

4) The reversion of the above statement leads to afrom initial standby responsiveneBg and constant reduction
approach for solving the problem and is as follows:rater. This aspect describes the exponential relation shown in
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Fig. 3a.
B; = Boe " (10)

Furthermore, equation (10) can be understood as a probability
density function obtainable by tting parameteBg andr to

the observed response time distribution. Optimal tting can be
determined by regression error;z, (see equation (11)).

fropes,. g=argmin  jB&C B (11)
opt r,B 0 t
Based on this approximated probability density function, a
threshold timet, is calculated corresponding to a suf ciently
low answer probability. If this timé, is exceeded, the con-
versation is considered as terminated. This probability can be
assumed to be suf ciently small and is hereinafter referred to
p. In this studyp = 0:05 is observed to perform well on both
considered message histories. Finatly,can be determined
by simply integrating the approximated probability density
function and corresponding rearranging of the equation:
tp
F(B) = Boe "dt=1 p (12)
0

The red line in Fig.3a shows the result of the performed
regression on a message history consisting of 1,550 messages.
The dashed blue line illustrates the calculatgdfor which
the probability of receiving a response to a sent message is
lower thanp = 0:05. For this dataset, is 217 seconds. In
summary, proposed statistical conversation identi cation re-
quires to approximate the probability density function from the
conversation-characteristic response time distribution, estimate
a critical threshold time, for a preselecte@, and nally split
M into disjunct sets of messages, whergas tm,,, ] >tp.

To check if conversations containing evidential messages
are erroneously split by this approach, their response time
distribution has been investigated. As shown in the histogram
in Fig.3b the response time for only one relevant message
exceeds the estimate. Hence, all conversations contain-
ing evidential information are not falsely split in this case.
However, this single message is a solitaire, meaning it is

a single unanswered message without contextual referencq_sigure 3:a: Response time histogram of a message history
The algorithm for detecting conversations is only applied t0;onaining 1,550 messages, of which 40 were evidential for
phone numbers at a minimum @fdigits without any country 5 recently completed drug crime investigation. Detecting con-
code or at leastO digits with country code, because shorter qrsations (grouping of chronologically ordered messages into
numbers mostly belong to telephone services and, thereforgiginct sets) statistically as proposed in this study utilises a
are of less interest. Furthermore, the cut-off calculation as thgropapility density function estimation (shown by red line)
rst step during the conversation detection is only consideredyacaq on response time distribution. Employing a probability
@f the number of messages between two conversation parmefﬁresholdp gives a critical response titg, upon which two

is at least 20. To avoid extremely short and, therefore, lesgynsecutive messages are assigned to two separate conversa-
meaningful conversations a cut-off valuediinutes is set as  tjons if the observed response time between said messages
a minimum. These dialogs also include questions detected Vi@xceedstp. b: Frequency distribution of 40 evidential mes-
the question mark symbol ("2"), as well as in combinationg,ges As shown, utilising & of 217 seconds leads to a set
with an exclamation mark (""). It was analysed whether ¢ conyersations in which conversations containing evidential

and to which extent at these points (between question andlessages are not erroneously split by the proposed approach.
answer/reaction) clustering occurs and if, therefore, coherent

conversations were cut undesirably. The analysis results on the

test dataset can be seen in Table Il. Based on a manual review,

it could be found out that SMSs, which contain question marks

mostly 82:69 to 10099, follow up answers or reactions from By reference to Table Il it would appear that special
the other participant and, therefore, can be treated as a coherdrgatment or Itering of question marks has a major impact
conversation. The cut-off value itself does not change, becausm the number of clusters in the test dataset. Without question
the clustering/conversation detection is following the cut-offmark treatmen884 clusters arise. If the clustering is extended
calculation. by the question mark treatment it results 832 clusters
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to be relatively small, leading to relatively low NMI. For
conversation identi cation NMI is de ned as

2M I (Cauto ;Cman )

TABLE II: Comparison of the question mark consideration in
the conversation detection of the test dataset.

without "?” treatment ~ with "?” treatment NMI (Ca”to ; e ) - H (Cauto ) + H (Cman ) ; (13)
# matches 52 0
# conversations 384 332 where
X X -\ G
MI (C1iC2) = Pla\ )log, B
(13:54% or alternatively52 less clusters than before). In view ci2C1¢2C; PG
of these results, the question mark treatment is recommended. q (14)
an X
B. Evaluation of Conversation Identi cation H(C) = p(ci)log; (p(c)) (15)
c2C

Evaluation of the proposed automated approach is carried \ d he 1 fracti f1h |
out by comparing the similarity of the generated chat log parti-g(Ci G) correspon S 1o the time fraction of the overlap
tioning with the partitioning obtained from manual annotations?€tWeen two conversations.

using an information theoretic approach. More precisely, given  The proposed strategy was applied to a second message
the two partitions normalized mutual information is computed history of 2046 messages. The history was manually perused
which indicates information coupling between both and reportsind 116 individual conversations were identi ed manually. The
the degree of uncertainty that the partitioning obtained bstatistical approach utilised on this dataset yieldeth-g:os

the proposed approach is meaningful with respect to manualf 2907 seconds. The corresponding NMI was computed and
annotations. A partitioning of a chat log corresponds to a segompared to NMI values resulting for critical response times

C = c;::1;¢ of kidenti ed conversations. Lete (¢i) be the  in the range of 30 to 30,000 seconds. This comparison provides
time elapsed during conversatian Trivially, the sum of all 3 robustness test for the conversation identi cation obtained
te e_quals thg elapsed time hetween all messages. Accordifghm tp=0:05. AS shown in Fig. 4 NMJ, is within the response

to this the ratiop(ci) = te (ci)= (te(c)) corresponds to the time interval (2000 s - 7000 s) that yields best performance
probability of any randomly chosen message (or any arbitraryyhen considering a constant critical response time as proposed
point of time betweert; andt,) to belong to conversation here. Note that the NMI for small critical response times
G. In this respect, a pair of conversation sets obtained byt. < 100 seconds) of about 0.95 corresponds to a message

manual annotatio€™" and automated identi catiol€®®  hjstory-characteristic baseline performance, which is the result
can be compared by means of these probabilities. Consideringt marginal correlation betwee@2© and C™" in this t

manual conversation identi cation to be error-free, optimalrange.

automated conversation identi cation is achievedCifa" =

caue By considering underlying probability distributions

P(C™a" ) andP (C3%), the statement holds analogously true

if P(CMa) = P(C3"™), In order to evaluate the quality

of the proposed approach, bot(C™2" ) and P (C3"°) can

be utilised to measure set similarity. However, since both

sets are not necessarily of equal size and there is no one-to-

one correspondence between conversations in both sets, rather

straightforward measures of set similarity, such as the Jaccard

index or the previously discussed Kullback-Leibler divergence

as well as correlation analyses of conversation indexes, have

to be considered as unsuitable. Due to these constraints,

normalized mutual information (NMI) is chosen for evaluation Figure 4: NMI values computed for a message history with
instead. In general mutual information quanti es the emittedavailable C™" determined by peruse. NMI is obtained by
information (or dependence) between two variadlesnd Y deriving C34% for each corresponding critical response time
by means of scaling the joint distributioR(X;Y ) of both  inthe range of 30 to 30,000 seconds. The critical response time
using the distribution of marginal probabilitie®(X )P (Y).  tp=0:0s computed by the proposed statistical approach (2907
This measure is still applicable in case when the sizes o$econds) is here highlighted by a green line. Conversation
both sets are unequal, and also does not rely on one-to-ongenti cation obtained by proposed approach is within the
relations. Further, mutual information can readily be normal-<critical response time range resulting to best classi cation.
ized NMI 2 [0;1]) using the marginal entropiebl (X)
and H(Y) to obtain comparable quantities. The maximum
value of 1 is thus observed if the discrepancy between join
distribution and marginal distribution is maximized— which
is only if P(X) = P(Y). With respect toP(C™") and Given the set of identi ed conversatiors = fcy;:::; ¢, 0,
P(C3), a maximum value of 1 is only achieved, if both the next step is to determine which of these are signi cant
sets are equal and, hence, perfect conversation identi catioregarding the object of investigation. With respect to the
is obtained. IfC3 s simply generated by chance and insights provided in Section IlI-B, we utilised a bag-of-words
the identi ed conversation set is thus expected to be of lowmodel combined with a domain speci ¢ dictionagyto assign
quality, the discrepancy between both distributions is observed signi cance value to each conversation and hence to each

E. Detecting Evidential Conversations
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person being part of it. This signi cance valug can be
calculated depending on the frequency of domain-specic
terms (see equation (16)).

Si = bagc;;d);8c2 C (16)

These values form the basis of a heat scale we use to colour

the contacts in the contact network established using the

report data. Fig.5 shows the overall process. The starting

point is a contact network based on the data gathered by

Physical Analyzer[21]. Exchanged coherent messages arerigure 6: Generating a pattern dictionary by transforming

subsequently clustered into conversations as proposed. Th@minalist's knowledge.

signi cance value is calculated for each of these conversations.

Based on these values suspicious contacts and communications

are highlighted visually on the contact network using the

corresponding heat scale colours via the MoNA user interfacanent every day. This experiential knowledge is the best source
of information for both, slang and hidden semantics. Such
manually added terms need to be extended automatically, for
example, by twisting letters and transforming in patterns, e.g.,
regular expressions using an appropriate pattern generator (see
Fig. 6). Current work aims at improving dictionary potency by
applying a similar bootstrapping algorithm as presented in [15]
for the eld of categorising forensic texts in general.

Figure 5: The process of detecting suspicious communication.

As discussed in Section IV, the determining factor for
satisfactory results is a potent dictionary. A dictionary that
comprises local language conditions, as well as terms from
different categories of offences, is currently not available (at
least in Germany). Therefore, an appropriate dictionary fOfgre 7: Dictionary containing pronunciation pro les as a

each offence category and each local cultural circle is requiregagis for matching terms with high failure tolerance.
to be created before calculating conversation signi cance.

D. Creating the Dictionary For testing the universality of the proposed process chain

We started dividing the corpus into signi cant and non- and especially the dictionary ad.d|t|0n_al corpora are reqwrefj.
suspicious parts and performing a discriminant analysis involyEOrtunately, due to our cooperation with the local prosecutor's
ing stop-word elimination and stemming. Considering only the®f & additional data is provided. Finally, initial development
frequency classes 1 and 2 (words exclusively in suspiciou§! @n algorithm, which aims at calculating the conversation
texts and words relatively more frequent in such texts) we>9ni cance value with a high failure tolerance as shown
identi ed 882 "suspicious” terms. Using these terms in turn for!N Fig- 7, is currently work in progress. Here, pronunciation
processing the whole dataset for evaluation we achieve 0.9%C Ies are used as a basis for understanding special terms.
sensitivity with 1.0 precision. Looking at the distribution of
hits, we observed that the most of them are unique. The reason VI. PERFORMANCE OF APROTOTYPE
for this is due to the high number of unique spellings, caused The implemented MoNA prototype show an Bcore of

by syntactic and typographical errors as well as deliberate word ; g . .
extensions. However, these lists of terms can form a basis foall,:aout 0.80 for both string matching and phonetic matching

the dictionary, especially if more than one corpus is taken int iognosr't?_'n;\?vécerrelﬁ\é?ﬁcaﬁ glg;}srlr](;agggwoz|deonsti|t:d g%g\rﬁr;gée
account and words are removed according to their frequenc ' ' 9 PP b

s ith respect to sensitivity and recall (string matching: 1.0

within all corpora. sensitivity, 0.67 recall, phonetic algorithms: 0.67 sensitivity,

In addition, it is useful to integrate the knowledge of local 1.0 recall). In performance testing, a dictionary of keywords
criminalists who deal with similar cases in a similar environ-commonly used in the local drug scene of the western Saxony
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area had been provided by investigators with expert knowledgd.his evaluation is further used in conversation reporting and
As demonstrated in the Word Dictionary Potency sectionyisualization within the communication network. As demon-
coverage and potency of the provided dictionary is rather lowstrated, the implemented prototype, MoNA, shows acceptable
which is the cause for the discrepancy in recall, respectivelyperformance in this respect. Although widely applied software
sensitivity and leaves room for improvement. Thus, future(such as Oxygen Forensics [22], XRY Physical [23] and
research and studies have to focus on keyword selection, dictitdFED Touch Ultimate [24]) provide valuable means for data
nary development and re nement. Nevertheless, the workloaéxtraction and visualization, the process of data exploration,
for manual peruse and annotation has been reduced signiannotation and peruse is still required to be conducted manu-
cantly to 15% by integrating the MoNA prototype into the ally. Here, as a tool for case-based forensic semantic analyses,

investigation process chain.

MoNA could provide a valuable missing link in the process

chain. Furthermore, MoNA currently features a data interface
to process results and data derived by means of UFED soft-
ware packages. In the near future, here presented approaches
are ought to be re ned. Implementations of additional data
interfaces compatible with software listed above are currently
work in progress.
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Figure 8: MoNA user interface. The communication network

is visualised and highlighted by colour in accordance to scored 1]
conversation relevance. Contact information and message his-
tories are further reported and interactively explorable. Sensi-
tive information regarding the closed criminal investigation is
disguised. [2

(3]
VII.

Manual forensic peruse and analyses of SMS and IMI[4]
messages is a time-demanding and error-prone process. In
addition, in case of minor or moderate offences and crimes,
such forensic investigations are not justi able for economical 5]
reasons. In recent work it has been shown that automateé
strategies for information retrieval and mining in message
corpora is dif cult to realize due to information uncertainty [6]
and ambiguity introduced by grammatical and semantic struc-
tures usually uncommon in well-written and error-free texts.
Existing computational text analyses approaches are predom-
inantly tailored towards a clearly de ned semantic domain [7]
and are employed to domain-speci ¢ corpora of semantically
and grammatically correct texts. Successful utilisation of such[g]
techniques is thus often limited or even impossible in the
context of forensic SMS and IM message analyses.

CONCLUSION AND FUTURE WORK

In this work, a computational approach is proposed that
aims at reducing the amount of messages prior to manuajg)
peruse by identifying conversations in message histories, which
might contain evidential information relevant in investigation.
This approach initially identi es conversations in messagel10]
histories based on statistical analyses of the characteristic be-
haviour of text communication between participants. Individual
identi ed conversations are subsequently scored with respe%h]
to predicted crime-related relevance based on a key wor
dictionary deduced from practical knowledge of investigators.
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Abstract—Recent years saw serious attacks on software, e.g., the Scrum groups developer in small developer team, which
Heartbleed attack. Improving software security should be a main  have a certain autonomy to develop software. It is assumed
concern in all software development projects. Currently, Scrum  in Scrum that all developers can implement all tasks at hand.
is a popular agile software development method, used all around  goftware development projects are split into so-called sprints.
companies and UQ.‘;’fers't'ff'tH%".‘fveri addre.tss'“lg IT Sec”rrl'.tyh'” A sprint is a xed period of time (between 2 and 4 weeks).
Scrum projects is different to traditional security planning, whic - ; -
usually requires detailed planning in an initial planning phase. During a Sp“’?t' the t(?am d.evelops an increment of the current
After this planning phase, only minor adjustments are expected. software version, typlc;ally m.Cll'Idmg ade r.]ed number of new
In contrast, Scrum is known for very little initial planning and for ~ féatures or functionality, which are described as user stories.
constant changes. This paper presents Secure Scrum, an extension User stories are used in Scrum to document requirements for
to Scrum, that deals with the characteristics of security planning @ software project. All user stories are stored in the Product
in Scrum. Secure Scrum is a variation of the Scrum framework  Backlog. During the planning of a sprint, user stories from
that puts an emphasis on implementation of security related issues the Product Backlog are divided into tasks. These tasks are
without the need of changing the underlying Scrum process or  stored in the Sprint Backlog. A so-called Product Owner
in uencing team dynamics. To implement Secure Scrum in an g the single point of communication between customer and
o:rgan_lzan?_?],_ it helps to “t"t'f‘e afram?wo][kt;orgtrateéaj'&cMs&c(L(u)nty developer team. Regular feedback of customers on the state
planning. This paper uses the example of the Open pen : : 4
Software Assurance Maturity Model) to show how Secure Scrum of the current increment of the software lntrodluces agility tq
software development. Changes of user stories re ects this

could be implemented in the eld. A eld test of Secure Scrum p- o
shows that the security level of software developed using Secure adility. The Product Owner also prioritizes the features to

Scrum is higher then the security level of software developed implement. Traditional Scrum does not include any security-
using standard Scrum and that Secure Scrum is even suitable SP€cI C parts.

for use by non-security experts. One major driver of software security in Secure Scrum
KeywordsScrum; Secure Scrum; Secure Software Develop- s the identi cation of security relevant parts of a software
ment; SDL; OpenSAMM. project. The identi cation of security critical system parts
is very important in any software project, because only in

. INTRODUCTION this case, developers can implement appropriate security con-

. trols. Traditional software development processes typically
This paper presents Secure Scrum and how Secure SCryfe methods of security requirements engineering to identify

can be used in conjunction with OpenSAMM for the develop-secyrity critical components of a system. However, the plan-
ment of secure software. Secure Scrum was rst presented IRing moments of Scrum (Product Backlog Re nement, Sprint
[1]. Planning, and Sprint Review) have very tight time constraints,

In times of the Internet of Things, even refrigerators nowhence it is very hard to apply time-consuming traditional
have network support and run a whole bunch of software. Asecurity requirements engineering methods. In Secure Scrum,
software is so ubiquitous today, software bugs that lead tsecurity relevance of parts of the emerging software is visible
successful attacks on software systems are becoming a majer all team members at all times. This approach is considered
hassle, see, e.g., [2]. To deal with the constant presence t# increase the security level, because developers place their
attacks on systems, modern software development should focégcus on things that they had evaluated themselves, which they
on developing SECURE software, meaning software with littlefully understand, and when their prioritization of requirements
or no vulnerabilities. does not differ from prioritization of others [6][7].

Scrum [3][4] is a very popular software develpoment Secure Scrum aims on achieving an appropriate security
framework at the moment [5]. Unfortunately, Scrum comeslevel for a given software project. The term "appropriate”
without security support. This paper presents Secure Scrum, amas chosen to avoid costly over engineering of IT security
extension of the Scrum framework that supports developers im software projects. The de nition of an appropriate security
implementing secure software. Secure Scrum is even suitablevel is the crucial point in resource ef cient software devel-
for non-security experts. opment (e.g., time and money are important resources during
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software development). For the de nition of an appropriatethat CMMI focuses on processes and Scrum on the developers
security level, Secure Scrum relies on the de nition in [8]: [12]. This means that Scrum and other agile methodologies
Software needs to be secured until it is no longer pro tableare developer centric, while CMMI is more process oriented.
for an intruder to nd and exploit a vulnerability. This means Restricting developers by rigid processes would break the
that an appropriate security level is reached once the cost of adea of self-organization of Scrum, hence would introduce
attack is higher then the expected gain of the attack. So, Secus@gni cant overhead. Concepts like Microsoft SDL [13] are
Scrum offers a way to not only identify security relevant partsdesigned to integrate agile methodologies, but is also self-
of the project but to also judge on the attractiveness of attackontained. It can not be plugged into Scrum or any other agile
vectors in the sense of ease of exploitation. methodology. Scrum focuses on rich communication, self-
The identi cation of security issues is not the only im- Organisation, and collaboration between the involved project

portant part of achieving software security, the devempergnembers. This con icts with formalistic and rigid concepts.

also need to implement effective controls to avoid potential To sum it up, the major challenge of addressing software
security risks. In Scrum, each team member is responsibleecurity in Scrum is not to con ict with the agility aspect of
for the completeness of his solution (De nition of Done). Scrum.

However, there is a huge number of choices of methodologies S-Scrum [14] is a “security enhanced version of Scrum’.

to _verlfy com_pleteness. _Thu_s, Secure Scrum must be ablg modies the Scrum process by inserting so-called spikes.
to integrate different veri cation methods. This leads to the spike contains analysis, design and veri cation related to
issue that Secure Scrum needs to support team members Wil ity concerns. Further, requirements engineering (RE) in

verir(]:a(';ion_,rhbut WithouL the use of prgde ned veri cation hst ry gathering takes effect on this process. For this, the
methods. This means that a team member can use any methgl, ¢ describe to use tools like Misuse Stories [15]. This

for veri cation (same as with normal tests, Scrum does not tell

roach is very formalistic and needs lot of changes to
the developer how to test). Secure Scrum helps developers gfp y g

) . ; . : i andard Scrum, hence hinders deployment in environments
identify appropriate security testing means for security relevangeaqy using Scrum. Secure Scrum in contrast is compatible
parts of a software project.

with standard Scrum, hence can be used in environments where
One last challenge solved by Secure Scrum is the availabiScrum is already used.
ity of security knowledge when needed. In standard Scrum,
each team member is responsible for his own work, thisg):
colve the requested task. Nowadaye, the avaiabilty of secur/2cK9: Together with ihis artfact, they introduce a new
: ’ Yole. The security master should be responsible for this new

knowledge and experience among software developers does r\Q‘Iﬂcklog. This approach introduces an expert, describes the

re ect the importance of this issue. To keep many bene ts .of ecurity aware parts in the backlog, and is adapted to the
standard Scrum, Secure Scrum assumes that the vast majo@érum process. However, it lacks exibility (as described

of requirements should and could be handled by the tean), e introduction) and does not t naturally in a grown

Another approach is described in [16]. It introduces a
curity Backlog beside the Product Backlog and Sprint

necessary or more cost effective to include external resources

“I:g.escetcggg ggnssgrltamtso ﬁ%rr;ného:setos_ertlzculrlgye et);gggse'?emef interconnect standard Scrum user stories with the introduced

project. Secu um S @ way 1o Inciu XeM&ecurity related stories. Secure Scrum in contrast keeps the
resources into the project without breaking the characteristicy, et petween security issues and user stories of the Product
of Scrum and with little overhead in administration. Backlog respectively tasks of the Sprint Backlog

The rest of this paper is structured as follows: The fol- . : .
lowing section summarizes related work on software securit In [17] an |_nfor_mal game (.P rotection Pokgr) is used to
ﬁstlmate security risks to explain security requirements to the

anagement of projects. With this approach, it is not possible

rseéi\a?gtsfgrrurieicnuéztiﬁrusmed%?‘cf'\?gr:gwssh%vvi tshee Cl?risgcr:]ruo eveloper team. The related case study shows that this is a
: (Qossible way to integrate security awareness into Scrum. It

can be implemented in an arbitrary organization using th Solves the problem of requirements engineering with focus
framework OpenSAMM. Secure Scrum is evaluated in a eIdon software security. However, it does not provide a solution

test in Section V. Section VI summarizes the ndings of this for the implementation and veri cation phase of software

paper. development, hence it is incomplete. Especially, Protection
Il. RELATED WORK Poker does not ensure that security c_ongderauons actually

. affect the code itself, which is of crucial importance [18].
There are several methods for achieving software seCusecyre Scrum in contrast provides a solution for all phases

rity, e.g., Clean Room [9], Correctness by Construction [10],f sofware development, especially for the important imple-
CMMI-DEV [11][12], etc. However, these methods cannot be antation phase.

used in Scrum as they do not blend well with the characteristics o ) i
of agile software development and speci cally Scrum. Cor-  Another approach is discussed in [19]. An XP Team is
rectness by Construction [10], for example, advocates formgiccompanied by a security engineer. This should help to
development in planning, veri cation and testing. This is com-!dentify critical parts in the development process. Results are
pletely different to agility and exible approaches like agile plocumente_d using abus_e stories. This is similar to the de nition
methodologies. Especially Scrum has a strong focus on fadf [20]- This approach is suitable for XP-Teams but not for
changes to running code, the overhead of Correctness by Corcfum.

struction would be signi cant. Other models like CMMI-DEV To sum it up, none of the related work mentioned above in-
[11][12] can deal with agile methods. The main difference istegrates well into Scrum, comes with little overhead for Scrum,
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