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The All Seeing Eye and Apate: Bridging the Gap
between IDS and Honeypots

Christoph Pohl and Hans-Joachim Hof

MuSe - Munich IT Security Research Group
Munich University of Applied Sciences

Munich, Germany
Email: f christoph.pohl0, hof g@hm.edu

Abstract—Timing attacks are a challenge for current in-
trusion detection solutions. Timing attacks are dangerous for
web applications because they may leak information about side
channel vulnerabilities. This paper presents a methodology that
is especially good at detecting timing attacks. Unlike current
solutions, the proposed Intrusion Detection System uses a huge
number of sensors for vulnerability detection. Honeypots are used
in IT Security to detect and gather information about ongoing
intrusions by presenting an interactive system as attractive target
to an attacker. The longer an attacker interacts with a honeypot,
the more valuable information about the attack can be collected.
Honeypots should appear like a valuable target to motivate an
attacker. This paper presents, in addition to the possibilities of
timing attack vulnerabilities, a novel way to inject honeypot
and analysis capabilities in any software based on x64 or i386
architecture. It ful�lls two basic requirements: it can be injected
into machine code without the need of recompilation and it
can be con�gured during runtime. This means the honeypot is
able to change the behavior of any function during runtime.
The concept uses sophisticated stealth technologies to provide
stealthiness. In conclusion, the research presents a novel way
to detect side channel vulnerabilities and an inbuilt hypervisor
to provide con�gurable honeypot capabilities to explore these
vulnerabilities to an attacker. The proposed solution in this
paper offers a highly con�gurable injection technology, which
can change the behavior of any function without the need of
recompilation or even reinstallation. It is able to provide these
capabilities in the kernel or userland of actual *Nix systems.

Keywords—intrusion detection; honeypot; virtualisation; sen-
sor; brute force; timing

I. I NTRODUCTION

This paper is an extended version of [1]. It also extends
another research, published by the authors in [2], [3]. Hence,
this research paper is based on those publications and extends
them with a novel way of honeypot creation.

Intrusion Detection Systems (IDS) in combination with
�rewalls are the last defense line in security when protecting
web applications. The purpose of an IDS is to alert a human
operator or an Intrusion Prevention System that an attack is in
preparation or currently taking place.

One common challenge for web applications is the detec-
tion of timing attacks. A timing attack is an attack, which uses
time differences between different actions to gain information.
Intrusion Detection Systems typically use sensors to collect

data. In this work, a sensor describes a data source that
provides data useful for attack detection. Useful in this context
means that the data must be linked to actions of a web
application. Data of sensors is analyzed by All-Seeing Eye
to detect attacks.

Usually, honeypots can be classi�ed into Low- and High
Interaction Honeypots. A Low Interaction Honeypot is able to
simulate services or system environments. A High Interaction
Honeypot provides a real exploitable system.

A common challenge in honeypot creation, is to inject ex-
ploits into a High Interaction Honeypot. The provider of such
a honeypot needs to install exploitable software or to inject
vulnerabilities into a software. This means a high consumption
of resources.

The major reasearch question in this research is twofold:

� Is it possible to detect timing attack vulnerabilities
and to identify the correct function, reponsible for this
leak?

� How to change the behavior of functions to deploy
a honeypot (for example to provide timing attack
vulnerabilities), but without the need of reinstallation,
recompilation or resource expensive development?

The proposed solution in this paper offers a highly con-
�gurable injection technology, which can change the behavior
of any function without the need of recompilation or even
reinstallation. It is able to provide these capabilities in the
kernel or userland of actual *Nix systems. This manipulation
technology allows the provider to present different environ-
ments or behavior depending on current system status. For
example: the attacker knows that a system is based on ext4-File
system and uses a standard hard drive (SATA based) without
any virtualisation. He expects that the system will have a
throughput of about 65 MB/s. The real honeypot system, based
on ESXI virtualisation with extensive caching has a throughput
of 550MB/s (ESXI will cache all IO in RAM). To scale down
the system, the provider needs to install the honeypot on the
expected system, or to rewrite the syscall for writing and
reading. This means a lot of overhead in recompilation the
kernel or installation on speci�c hardware.

The proposed solution is able to hook functions and pro-
vide a hypervisor-like technology, which makes it possible to
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change the behavior without the need of any compilation, nor
installation.

Another possibility is to inject a rule engine for function
parameter, system parameters and the result generation of any
function. The honeypot provider is able to formulate rules
which can change the behavior based on those parameters. For
example, the provider is able to present a �le structure for PID
42 and a completely different �le structure for PID 84. This
manipulation is able to decoy an attacker or even to suppress
harmful actions. A rule just needs to prevent a system call by
returning an error code.

For productive usage, the honeypot should not be detectable
by an attacker (or just with sophisticated analysis tools).
It must also provide a low overhead in time consumption
(performance).

The proposed solution ful�lls all requirements. Hence, it
is a novel way to build easy to con�gure honeypot systems.

The rest of this paper is structured as follows: Section II
presents related work. Section III describes the concept and
implementation of the sensors used by All-Seeing Eye. The use
of multiple sensors to detect intrusions is described in Section
IV. Section V evaluates All-Seeing Eye under different attacks,
especially timing attacks. Section VI describes a novel way to
inject honeypot technologies in a running system. Section VII
evaluates this technology with different settings. Section VIII
concludes the paper and gives an outlook on future work.

II. RELATED WORK

Anomaly detection is based on the hypothesis that there
are deviations between normal behavior and behavior under
intrusion [4], [5], [6], [7]. Many techniques have been re-
searched for the detection like network traf�c analysis [8], [9],
[10], statistical analysis in records [11] or sequence analysis
with system calls [12], [13], [14], [15]. A combination of this
research with anomaly detection methods based on multiple
sensors allows to �nd yet unknown attacks. Con�guring intru-
sion detecting systems for one distinct system or one distinct
vulnerability needs con�guration with current solutions. The
solution presented in this paper does not need any con�gura-
tion.

In [13], [14], it is proved that call chains of system calls
show different behavior under normal conditions and under
intrusion, hence intrusion detection is possible. However, a
normal model must be trained using learning data to detect
attacks. In [14], it is shown that normal behavior produces
�ngerprintable signatures in system call data. A deviation
from these signatures is de�ned as intrusion. This method is
restricted to the usage of system calls and does not use more
�ne granular sensor data. In [16], a way to detect anomalies
with information �ow analysis is shown. Pro�ling techniques
are used, injecting small sensors in a running application. They
propose a model with clusters of allowed information �ows and
compare this normal model against actual information �ow.
Similar models are proposed in [17], [18], [19]. This approach
is similar to our approach, but [16] focuses on of�ine audits
for penetration testing. The approach presented in this paper
is intended to be used online, hence it does not analyze the
whole information �ow but focuses on the method call chain,
and is therefore more ef�cient.

In [20], it is shown that vulnerability probing can be
detected using multiple sensors, especially sensor that calculate
the possibility a resource is called by a user. These sensors are
called access frequency based sensors. However, the system
presented in [20] needs a lot of information about the system
to protect (e.g., patterns describing legitimate resource calls),
hence is dif�cult to deploy in the �eld. The solution presented
in this paper does not need any con�guration.

A well known honeypot tool, based on LKM for 2.6
Linux Kernel, is Sebek [21][22]. Sebek is primarily used
for logging purposes in High Interaction Honeypot. Thus, it
provides several possibilities focused on logging (like logging
via network or GUI). In [23][24], ways to detect Sebek are
described. Sebek does not provide the possibility to manipulate
system calls as Apate does.

Another approach for monitoring systems is to use virtual
machine introspection and system view reconstruction. This
approach is used, e.g., in [25][26][27]. This approach is
stealthier then Apate, because the introspection is done by the
hardware layer of the virtual machine. However, Apate also
provides means to manipulate the behavior of system calls,
which is not supported by [25][26][27].

SELinux [28] is a well known tool, which inserts hooks at
different locations inside the kernel. This provides the possibil-
ity for access control on critical kernel routines. SELinux can
be controlled on a very �ne granular level with an embedded
con�guration language. While SELinux is very useful in
hardening a kernel, it is not designed for honeypot purposes.
Especially, it lacks in the possibility to decoy the attacker with
“wrong” information.

Grsecurity [29] with PAX [30] is similar to Apate. How-
ever, it greatly differs in ease of deployment and ease of
con�guration [31]. It also lacks in the possibility to decoy
the attacker with “wrong” information.

In conclusion, non of the mentioned related work ful�ll all
requirements. Apate ful�lls all requirements, hence is a useful
building block for upcoming High Interaction Honeypots.

III. SENSORS FOR AMASSIVE MULTI -SENSOR
ZERO-CONFIGURATION INTRUSION DETECTION SYSTEM

A sensor describes a data source that provides useful data
for attack detection. Useful in this context means that the data
must be linked to actions of a web application. Data of sensors
is analyzed by the proposed Intrusion Detection System All-
Seeing Eye to detect attacks. Sensors are:

� Already available data sources like memory consump-
tion of an application.

� Software sensors inserted into a web application or a
web application framework.

� Sensors in the underlying operating system p.ex. sen-
sors in the glibc or in system call routines

All-Seeing Eye depends on the availability of a large
number of sensors that can be used for attack detection.
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A. Sensor Implementation

Software sensors are implemented by injecting hooks at the
beginning and end of functions. Hence, hooks are called before
and after code execution of a method. With this approach,
e.g., it is possible to measure the method execution time for
each method used. It is also possible to identify the order of
method execution. Hooks are injected directly into bytecode. It
is not necessary to recompile any application protected by All-
Seeing Eye. It is not necessary to perform any con�guration
for the web application that should be protected, hence All-
Seeing Eye is called ”zero con�guration”. As injection the
technology proposed in [1], [2] is used. For the testbed used
for the evaluation presented in this paper the sensors are placed
in OpenCMS [32]. OpenCMS is a well known and widely used
framework for Content Management. All-Seeing Eye takes
care that methods used by the protected web application do
not clash with method names used by All-Seeing Eye. Sensor
data is written to a log �le for further analyses.

One way to minimize the output of sensors (and the number
of data to write to the log �le) is to produce no output for
methods that have an execution time lower than the resolution
of the timestamps (1 ms). It is suspected that these methods
would not generate any interesting output as these methods are
usually helper methods or wrappers.

IV. M ASSIVE MULTI -SENSORZERO-CONFIGURATION
INTRUSION DETECTION SYSTEM

This section describes the design of the proposed massive
multi-sensor zero-con�guration intrusion detection system All-
Seeing Eye. All-Seeing Eye uses the software sensors, de-
scribed in more detail in the last section, to calculate intrusion
metrics. The metrics described in the following are focused
on detection of outliers in timeline data values to detect brute
force attacks. However, the approach presented in this paper is
not limited to this attack class, it can be easily adapted to detect
various other attacks. Even attacks on the business logic can
be detected as the presented approach uses software sensors
embedded in the code of an application. This is out of scope
of this paper.

An advantage of All-Seeing Eye is that it allows to detect
side channel attacks without knowledge of the web application
which is to be protected. In the absence of an attack, there is
a high correlation between method calls de�ned in a method
chain. As shown in Section V a single call results in correlated
calls (method chain) of other methods. The system under load
shows the same correlations. These correlations are further
called as �ngerprint s. Under attack, however, the system
shows a different behavior, hence allows to identify attacks,
see Section V for details. All-Seeing Eye does not need a
precon�gured or constructed normal model. For this approach
the normal model is created from history. At timet = 0 it
is always assumed that there is no attack, hence statusc is
alwaysc! = attack. If there is no attack, the same �ngerprint
s should show up in each distinct time periodT with the
same probability. A deviation from the number of �ngerprints
(written as jsj) in a time periodT is de�ned as possible
intrusion. This behavior is well known, as stated in Section
II. The new approach here is the lack of need to de�ne what a
similar request is. The normal model is built using a quantile

function, where the result is called� . � uses a �oating history
time period, which is de�ned asn � T andt 2 T are in state
c! = attack.The multipliern de�nes how much of the history
is used. To control the sensitivity of the system, a con�guration
parameterp is used. In normal model� , a deviation is detected
by:

c =
�

attack if jscurrentT j � � � p
!attack if jscurrentT j < � � p

(1)

This calculation is robust against statistical outliers and can
be evaluated fast enough for real time calculation, in combi-
nation with structures related to sort optimization. In further
researches these calculations will be done (together with other
sensor calculations) with a graphical processing unit.

V. EVALUATION

For the evaluation of the massive multi-sensor zero-
con�guration intrusion detection system, two typical attacks
on web applications are used: timing attacks and vulnerability
probing. Especially timing attacks are hard to detect for
common intrusion detection systems. For our test environment
OpenCMS version 8.5.1 [32] is used as web application to
protect. OpenCMS is a well known and widely used framework
for Content Management.

A. Evaluation Environment

For the evaluation of All-Seeing Eye, a paravirtualized,
openvz solution [33] is used. This approach has the advantage
that is is very realistic compared to simulations. The presented
hardware settings are the settings of the corresponding virtual
machine. Table I lists hardware and software used for the
evaluation.

TABLE I: Experimental setup

Hardware(Server)
CPU 4 Cores (2.1GHZ on hostsystem)

Memory 6 GB Ram
Ethernet Bridged at 1 GBit Nic

Software(Server)
Server Version Apache Tomcat 7.0.28 [34]

JVM Sun 1.6.0.27-b27

B. Fingerprints of Normal Behavior

To validate the hypothesis, that requests to the same target
have the same �ngerprint, the following experiment has been
conducted.

First, a baseline is established for all other experiments.
To do so, several requests are sent to the server and the server
is restarted after each request. No interfering processes are
running on this server.

After establishing the baseline, the whole website is
crawled in a second step, ensuring that requests are sequential.
The crawler is con�gured to request a single page and all
depending images and scripts. To test the software under load
in the third step, another crawler requests the server with 20
concurrent users, with a delay of one second between each
request/user. Overall, there were in average 20 requests per
second for different websites. The second and third step have
been repeated 100 times. In each run of the experiment, the

3

International Journal on Advances in Security, vol 9 no 1 & 2, year 2016, http://www.iariajournals.org/security/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Figure 1: Two �ngerprints of different requests

Figure 2: 100 requests on the same page

metrics described above produced unique �ngerprints for every
requested target. This can be seen in Figure 1. In this �gure the
�ngerprint of the start page and the request to the login page
are extracted from the logged data. Under load the signature
looks like the picture presented in Figure 2.

The result in Figure 1 shows that there are stable correla-
tions between method calls. For better readability, points that
differ less then 3 milliseconds are averaged. The experiments
show that it is possible with All-Seeing Eye to identify similar
requests using their �ngerprint.

C. Fingerprints of Information Leakage and Probing for Vul-
nerabilities

OpenCMS version 8.5.1 has a known information leakage
vulnerability, as described in [35]: using the default setting
there is no limit for failed logins per time period. Also, a large
amount of information is given in error messages, especially
the error message ”this username is unknown”, if the given
user name does not exist and ”password is wrong”, if the
given password is wrong for an existing user allow an attacker
to �nd valid user names, by trying possible user names from
a dictionary and using error messages to �nd out if an user
name is valid. This attack can be detected with a statistical
analysis to detect the brute force analysis II. To do so, a
detection technique needs to identify if a single resource is
called many times but with different parameter in the request
header. A normal model is needed for allowing patterns to test
for deviations of the normal model. This needs deep knowledge
of the system to protect and the vulnerability itself. All-Seeing
Eye is able to detect this attack (and also other probings using
brute force attacks), without this knowledge about system and
vulnerability.

Figure 3: Time difference between logged in users and users not
logged in on the start page

To evaluate if All-Seeing Eye can recognize brute-force
attacks, an experiment has been conducted where an attacker
probes the login page and tries to identify valid user names.
The following pattern was used to generate the login requests:

h t t p : / / 1 9 2 . 1 6 8 . 2 . 8 9 : 8 0 8 0 / opencms / . . . / i ndex . h tml ?
a c t i o n = l o g i n&username=username1&password=
passwordno t i ndb . . . sn ippedEnd

/ / username 1 . . usernamen i n d i c t i o n a r y
h t t p : / / 1 9 2 . 1 6 8 . 2 . 8 9 : 8 0 8 0 / opencms / . . . / i ndex . h tml ?

a c t i o n = l o g i n&username=usernamen&password=
passwordno t i ndb . . . sn ippedEnd

The attacker used a dictionary with 1000 names for the
brute-force attack. To make detection harder, the attacker uses
50 different user agents as well as 20 different IPs. Only one
valid username exists in the database.

Figure 2 shows a subset of 100 requests. From the �gure,
it is obvious that the probing attempts produce many similar
�ngerprints. It shows a high correlation between different
requests, the sensor values and the order different sensors are
called in one requests. This order and the values are stable
over all requests. Hence, All-Seeing Eyes can easily detect a
probing attack even if someone uses different header data. No
a-priory knowledge of the system which is to be protected or
the vulnerability itself is necessary.

D. Fingerprints of Timing attacks

OpenCMS version 8.5.1 is vulnerable to timing attacks as
can be seen in Figure 3. The �gure shows the times for loading
of the start page for users that are already logged in as well as
for users that are not logged in. A signi�cant difference (849
ms to 798 ms) exists.

Using this timing difference an attacker can brute force
user names by a dictionary attack. All logged in users can be
detected. As with the information leakage and probing attack
in Subsection V-C, current intrusion detection solutions need
information about the system which is to be protected and the
vulnerability to detect this attack.

To test if All-Seeing Eye is able to detect timing attacks
without knowledge (zero-Con�guration), the following exper-
iment has been conducted: An attacker uses a dictionary of
1000 user names to execute the timing attack. Each request
has different header data in the request only in the login name
and the password as shown in listing 1.
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Listing 1: Header Data

/ / s u c c e s s f u l l o g i n
h t t p : / / 1 9 2 . 1 6 8 . 2 . 8 9 : 8 0 8 0 / opencms / . . . / i ndex . h tml ?

a c t i o n = l o g i n&username=admin98&password=admin
1 . . . sn ippedEnd

/ / username no t p r e s e n t , pwd no t p r e s e n t
h t t p : / / 1 9 2 . 1 6 8 . 2 . 8 9 : 8 0 8 0 / opencms / . . . / i ndex . h tml ?

a c t i o n = l o g i n&username= u s e r n a m e n o t p r e s e n t&
password=wrongpwd . . . sn ippedEnd

/ / username p r e s e n t w i th wrong password
h t t p : / / 1 9 2 . 1 6 8 . 2 . 8 9 : 8 0 8 0 / opencms / . . . / i ndex . h tml ?

a c t i o n = l o g i n&username=admin832&password=
wrongpwd . . . sn ippedEnd

Figure 4: 100 requests on the same page

Figure 4 shows an example of �ngerprints of the experi-
ment.

The �rst �ngerprint shows a successful login, the second
�ngerprint shows a login with no present username and third
�ngerprint shows a login with present username but wrong
password. The results clearly show a correlation of the dif-
ferences in order, time, and amount of method calls for each
request.

VI. B RIDGING THE GAP TO HONEYPOT DEPLOYMENT

As stated in Section III, it is possible to analyze an
application for timing attack vulnerabilities without the need of
sophisticated penetrations tests. However, whenever a provider
wants to offer a vulnerability, he needs to install this ex-
ploitable piece of software. In the proposed example of timing
attacks, the provider is able to identify the place where such
a vulnerability has to be installed.

More generally, this place can be any function or a set of
functions available on the target system. The provider needs to
change this function or set of functions to change the behavior
of this functionality.

This solution, further called APATE, intercepts functions
and allows to execute custom routines in those functions.
Figure 5 shows this interception strategy.

Any function call to the hooked function will be intercepted
by a preprocessor hook. This hook leads to the hypervisor.
Inside the hypervisor some custom code gets processed. The
hypervisor and its language is explained in Section VI-E.
The result of this routine decides on the action to invoke.
Within this hypervisor process, it is possible to manipulate,

Function

Interception
(Preprocessor Hook)

Original Function

Interception
(Postprocessor Hook)

Hypervisor

Return

Figure 5: interception strategy of Apate

somefunction()

...instructions...
call func xyz

...instructions...

func xyz()

push ebp

�d qword [addr]

�stp dword [esp]

retn
...instructions...

function hook()

...instructions...
call trampoline

...instructions...

trampoline()

old instr #1
old instr #2
old instr #3

jmp func xyz + n

Figure 6: Hooking using a so-called trampoline

block and/or log the original function parameters and the
further execution of the original function. The manipulation
possibilities are explained in detail in Section VI-A. The
postprocessing hook has the same capabilities than the pre-
processor. In addition it is able to manipulate the return code
of the original function.

To prevent detection, Apate is injected into the original
function with a trampoline technology. Figure 6 describes this
trampoline.

This technology, well known in rootkits for Windows
or Linux, is explained in detail in [2]. The hook injector
overwrites original code (located infunc_xyz in Figure 6)
with a jump to the hooking code. The hook will process
the hypervisor. At the end of the hook, the trampoline gets
called. The trampoline holds the overwritten code from the
original code, and returns then back to the original code. This
technology makes it hard for rootkit detection tools and is live
patchable.

A. Manipulating functions

Apate and, therefore, the manipulation of functions can be
con�gured with the help of a high level language. In detail the
con�guration high level language and the rule possibilities are
explained in [2]. This high level language formulates rules (or
any other functionality), which gets process by the hook. A
brief overview over this functionality is described in Figure 7.
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Hook Hypervisor

f log

f changepath

f call origHook return

Figure 7: Conceptual Manipulation Strategy

code.apate - High
Level Language

Apate Compiler

code.asm - Apate-IL

Apate Assembler

code.c00 - Apate-IL-OC

Figure 8: Con�guration work�ow of Apate

In this case the hypervisor works with three “rules”. The
�rst rule logs the function call and its parameter, the second
rule manipulates some parameter and the third rule proceeds
the original function with the manipulated parameters. Of
course, it is possible to write rules which delays the original
function or prevent the execution of the original function.

In demarcation to [2] the high level language results in
binary machine code like bytecode, which gets processed by
the hypervisor. Figure 8 shows the compilation and assembling
of the rules. A rule is formulated in a high level language
(code.apate). This gets compiled over bison and �ex to an in-
termediate Assembler like language (code.asm). This language
is further called the Apate Intermediate Language orApate-IL.
This Apate-IL must be architecture dependent, as it provides
addresses. In the assembling step the Assembler like code
gets assembled to a machine code like language (code.c00,
see also Section VI-E). This binary code is processable by the
hypervisor and further called the Apate Intermediate Language
Operational code orApate-IL-OC.

B. The Apate High Level Language

The language provides a �exible language to build hooks
for functions in any x86 or i386 architecture. It is able
to de�ne functions, reuse patterns, store variables and basic
mathematical computation. With those abilities it is possible
to build transparent rulesets for the hooking of functionalities.
This section gives a brief overview over some core components
of this language. The language is inspired by Haskell[36] and
pf [37]. A more detailed description is given in [2].

Listing 9 shows some example source code for the Apate
language. In this case, 3 different conditions will be generated.

d e f i n e c 1 , c 2 , c3 as c o n d i t i o n
d e f i n e r 1 , r 2 as r u l e
d e f i n e a 1 , a2 as a c t i o n
d e f i n e cb1 as c o n d i t i o n b l o c k
d e f i n e r c 1 as r u l e c h a i n
d e f i n e sy 1 as s y s c a l l

l e t c1 be t e s t f o r p n a m e
l e t c2 be t e s t f o r p a r a m
l e t c3 be t e s t f o r u i d
l e t a1 be man ipu la teparam
l e t a2 be log
l e t sy 1 be sys open

l e t cb1 be f ( c 1 ( ” mysql ” ) && c 2 ( 0 ; ” / va r /n
l i b / mysql /� ” ) ) g

l e t r 1 be f cb1� > a 1 ( 0 ; ” / va r / l i b / mysql /� ” n
; ” / honey / mysql / ” )g

l e t r 2 be ff c 3(” > ” ,0)g� > a 2 ( )g
l e t r c 1 be f r 2 , : r 1g / / : d e f i n e s e x i t

b ind r c 1 t o sy 1

Figure 9: Example Sourcecode Apate language

c1 tests the actual process name against a given name.c2
tests if a parameter of the hooked function is equal to another
value.c3 tests if the uid is equal to a given value. The actions
a1,a2 manipulates a parameter and write some log. The
bind statement binds the rules to the syscallopen . This will
build a hook in theopen function. In conclusion, the rulechain
rewrites the parameter to any call foropen and when the
param inherits/var/lib/mysql to the path/honey/mysql. This
redirection of the path gets logged for further analysis.

C. The Apate Intermediate Language

The intermediate language is based on the concept of the
Intel i386 assembly language. A command consists of the
command and at maximum two parameters. As minimum a
command has no parameter. A parameter can be a constant,
a register, a value of an register, a pointer or the value of
a pointer. The hypervisor has an own stack, registers and
memory management. This leads to the basic concept in
Listing 2:

Listing 2: Apate-IL Concept

l abe lname :
command< des t> < source>
command< des t>
command

Technically, a label gets assembled to a[nop] and all references
to the label are transformed to the appropriate address. Apate-
IL consists of the basic commands like[nop],[jmpj jz j jnz ],[
addjsubjmuljdiv] ,[cmpj test ],[ call ] ,[ ret ],[pushj pull ] and a few other
commands for convenience.

In addition to a standard assembly language, there are
commands especially designed for honeypot purposes:

� [ sleep ] - delay for ticks

� [inwind] - does some sophisticated jumps for anti
disassembling
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d1 ... d8 d9 ... d12 d13 ... d16

Instruction ParamType 1 ParamType 2

d17 ... dm dm+1 ... dn

Param 1 Param 2

1 Bit

Figure 10: A command in Apate IL-OC

� [adebug]- does some anti debugging techniques

� [asm] - executes real Machine code

� [ fcall ] - calls “real” functions

� [oops] - provides kernel oops

� [fpushj fpull ] - makes it possible to interact with the
underlying process (the original function)

The [ sleep ] command consumes real CPU-Time and provides a
sleep functionality. The[inwind] command is just a wrapper for
inwind calls. This technology makes it possible to jump into a
real command. This means, that whenever a “long” command,
like the [move < dest> integer]command uses the constant integer
to formulate a new “short” command like[ jz 5], which is
only four bytes over all and has the size of an integer,
the inwind command calculates the jump address to this
“obfuscated” command. This is just for convenience to avoid
annoying calculations. The command[adebug]provides some,
out of scope in this paper, technology against debugging. The
command[asm]maps real machine code(provided as shellcode)
into RAM and runs it. This makes it possible to optimize some
calculations. The[ fcall ] command is able to call real functions
on any given address and is used as a wrapper for the real[
call ] command. The[oops] command provides in combination
with a special kernel system call a real system kernel oops.
The [fpushj fpull ] commands can interact with a special stack,
provided by the hypervisor, to communicate with the hooked
function. Both commands are used to read parameters and store
them back.

D. The Apate Intermediate Language Operational Code and
the Assembler

The Apate-IL-OC is assembled from the Apate Interme-
diate Language. It is a binary, optimized and preprocessed
version of the Apate-IL. A single command is shown in Figure
10. An instruction is a 8 Bit operational code, followed by 2
nibbles, representing the parameter types. This type decides
if the param is an address (64 or 32 Bit), an Integer (64 or
32Bit) constant, or a register (r 0 : : : 9). The decision for 64 or
32 Bit is architecture dependent and uses the length ofsize t.
The following parameters can have different sizes, depending
on their type. Some commands, like[nop], does not have any
parameters and, therefore, there is no need for type decision.
Such a command needs only 8 Bit. Whenever a command has

just one parameter, the second nibble has the value0x0, which
means no type.

A command can have any operational code between0x00
and FE. The FE opcode is used as a debugging trap.

During the assembling part, the assembler lexes the Apate
Intermediate language. With the help of Yacc an AST gets
built from the sourcecode. This AST gets preprocessed by the
assembler. Any label and references to labels gets transformed
to addresses in a �rst step. In a second step, the preprocessor
checks for wrong (or invalid) addresses, invalid commands or
irregular command chains. In a third step, any data that should
be stored in a data section gets collected.

Following this step, the assembler will transform the AST
to the Apate Intermediate Operating Language, which is in fact
some binary code.

In a last step, the assembler generates a binary represen-
tation, consisting of a header (inspired by a ELF header), the
Apate IL-OC section and a data section.

Out of scope in this research is the ability to store some in-
formation about encoding, different instructions sets and other
information, which are needed for sophisticated obfuscation
and anti disassembling technologies.

E. Hypervisor engine

The hypervisor needs to ful�ll different requirements:

� Provide a turing complete language for �exible rules

� Provide a hypervisor to process this language

� Provide a hypervisor that has low resource consump-
tion

� Provide the ability to call system functions, change
process memory content

� Embed real x64 or i386 machine code

Another requirements like different instruction sets, Huffman
encoding, inbuilt obfuscation and anti-disassembling strategies
are not in scope of this paper but part of the real hypervisor
prototype. Those (not listed) requirements make it substantially
harder to detect and analyze the hypervisor system and their
rules.

The Apate Hypervisor has a classical design, based on
register, stack and an instruction array. Figure 11 describes
the basic architecture for the Apate hypervisor.

The Code Section holds the pure Instruction Code, as pro-
vided by the assembler. This Instruction Code gets processed
by the Decoder and Execution Unit. The Data Section stores
all constants from the source �le. Most of the following data
storage units are architecture dependent. The underlying Host
architecture decides if a value is32 Bit or 64 Bit.

The Register is able to store32j64 Bit Values and can
be compare with the General Purpose Register from other
architectures like x64. The Flag register holds Flags like Zero
Flag or Traps for the Debugger. The stack can keep 102432j64
Bit values. The Pointer Register is used to store pointer like
the instruction pointer, the return pointer and the stack pointer.
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Execution Unit
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Pointer Register

System Stack

Code Section

Data Section

Figure 11: Basic concept of Hypervisor

The System Stack is a special stack to interact with the host
system. The hypervisor is able to write values to and read
values from this stack, and the internal language is able to do
the same. With this communication stack, parameters and other
values can be injected into the hypervisor based software.

Table II shows some of the components in Apate Hyper-
visor.

TABLE II: Register and Stack in Apate

Type Name Number Size (Bit)

Instruction Section - n 8

Data Section - n 8

General Purpose Register r0...r9 10 64j32

Stack - 1024 64j32

Instruction Pointer eip 1 32

Stack Pointer stp 1 32

Return Pointer rtp 1 32

Flag Register - 1 8

Flag Zero-Flag 1 1

Flag Sign-Flag 1 1

Flag Error-Flag 1 1

Debugger Flag Next-Flag 1 1

Debugger Flag Trap-Flag 1 1

The CPU starts with the �rst address in the code section
stored in the instruction pointer. Due performance issues the
opcode gets interpreted by index to function pointer translation.
In combination with the two nibbles (1 Byte) to identify the
correct function it needs two steps and512 � 32j64 Bit to
identify an opcode target.

The values stored in the nibbles to identify the param types
are used to read the parameter values from the instruction code.

Together with the opcode, the Execution Unit calculates
the result of this operation and then sets the next instruction
pointer.

VII. E VALUATION

The Apate Hypervisor needs to process the custom code
inside a hook in an ef�cient way. Performance tests should
assure that Apate is able work under productive usage. The
most important factor is the overhead of the hypervisor and
the processing of common used code patterns. To evaluate the
performance of Apate a common command in *Nix system is
hooked.

The experimental setup is shown in Table III.

TABLE III: Experimental setup

Host System
CPU 2 x XEON

Memory 64 GB Ram
Ethernet Bridged at 1 GBit Nic

Virtualisation ESXI
Measurement System

CPU 2 x VMWare CPU
Memory 8GB Ram

HDD 30 GB Backed by ESXI
HDD Format ext4

The test scenario is a clone of the cp-command. Aside
from command parameter processing, the command uses the
commands in Listing 3.

Listing 3: Example code for cp-command

for ( ; ; ) f
r eaded = read ( f i l e n o s r c , b u f f e r , b u f f e rs i z e

) ;
if ( ! r eaded ) f

//eof
break ;

g
w r i t t e n = w r i t e ( f i l e n o d s t , b u f f e r , ( s i z et )

readed ) ;
g

This piece of code readsbuffer_size bytes from
�le filenosrc and writes readed bytes back to �le
filenodst . The variablebuffer_size is one of the
performance variables under *Nix Systems and corresponds
to the copybuffer.

The performance test generates a �le with 100MB and
random data. Then this �le gets copied with the cp-command
to another �le. As reference, a measurement without any
hooking has been done. This reference is further calledm1.
Each measurement has been done with different values of
buffer_size .

Let ln � 1024 be the value ofbuffer_size . ln starts
with 0. However, abuffer_size of 0 is not usable. In this
case thebuffer_size is set to 1.

ln =

8
>>>>><

>>>>>:

ln � 1 + 4 if ln < 100
ln � 1 + 100 if 100� ln

^ ln < 1; 000
ln � 1 + 1 ; 000 if 1; 000� ln

^ ln � 10; 000

(2)

Each size ofln has been tested 10 times.
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Figure 12: Performance Measurement m1 against m2

To test the overhead the parent function (in this case the
function that inherits the code in Listing 3) gets hooked by
Apate. The custom code inherits 2500 compare statements.
Hence, those statements re�ects 50 string compares with 50
chars each. This test is further calledm2.

Figure 12 compares the referencem1 with the overhead of
the hypervisor inm2.

This measurement shows that thebuffer_size value
has an impact to the overall performance. The outstanding
performance for reading and writing (with over 500MB/sec)
can be explained with heavy caching due the ESXI Host
system. This measurement also shows that the overhead for
the hypervisor is not signi�cant.

The next measurement ensures that the hypervisor is able
to server even a high amount of custom code calls. For this
the read function has been hooked with the same custom
code than before. Dependent on thebuffer_size more or
less hooks are called by the cp-command. This measurement
is further calledm3. Figure 13 shows the difference between
m1 andm3.

This measurement shows that Apate is able to serve custom
code even with a high amount 100.000 custom code calls.

Table IV concludes all 3 measurements.

TABLE IV: Performance Description m1,m2,m3

Measurement m 1 m 2 m 3

Measurements 4,390 4,390 4,390

min(runtime sec) 0.16 0.17 0.19

max(runtime sec) 0.48 0.48 15.73

mean(runtime sec) 0.186 0.188 0.810

sd(runtime sec) 0.042 0.042 2.017

Throughput(MB/s) mean 536.320 530.566 303.411

In conclusion, the measurement shows that the amount of
hooks does not interfere with the performance of one single
hook. The Standard deviation is also in an expected range. The
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Figure 13: Performance Measurement m1 against m3
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Figure 14: Density of Runtime at m4

throughput row shows that even under high load, and when
every system call to —open— is hooked even under worst
scenario (buffer_size==0 ), the throughput rate is better
than the throughput rate from a standard HDD.

The performance test should also show the in�uence of the
amount of operations that are running in the hypervisor.

For this the cp-command has been tested 1000 times with
a buffer_size=8 and a �le size of 100MB.

Figure 14 shows the reference measurement. The mea-
surementm4 shows the reference measurement without any
hypervisor in�uence. The x-axis shows the runtime in seconds.
The y-axis shows the density of each runtime in all measure-
ments. The measurement shows, that the measurement is only
in a small range of runtimes, which means a stable runtime
for a given buffer and �le size to copy. Figure 15 shows
the throughput of the reference measurement in MB/s. The
throughput is generated with a weighted exponential moving
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Figure 15: Throughput behavior m4

average over 20 measurements for more clearance. It also
shows that the performance is stable through all measurements.

Table V describes the m4 measurement data.

TABLE V: Performance Description m4

Measurement time throughputMB=s

Measurements 1000 1000

min 0.19 sec 465.029762

max 0.21 sec 513.980263

mean 0.196170 498.168027

standard deviation 0.005221 13.303990

The standard deviation shows that with a given buffer and
�le size, the command has a stable performance behavior.

The measurementm5 uses the same setting than in mea-
surementm4, but a hook which calls the hypervisor with
a custom code is called once. The hypervisor custom code
inherits 2500 compare statements, like in measurementm2.
Figure 16 shows the density of the measurementm5.

Compared to the reference measurement, the data from
m5 shows that the hypervisor has only a small in�uence on
performance. However, it also shows that the performance of
the hypervisor is stable along 1000 measurements. Figure 17
shows the throughput of measurementm5 in MB/s.

The throughput is generated with a weighted exponential
moving average over 20 measurements. This illustration of data
shows that the performance is stable over all measurements. It
also shows that it is possible to keep the throughput rate, even
with the hypervisor enabled.

Table VI describes measurementm5.

The standard deviation shows, that the hypervisor has a
stable performance behavior.

In measurementm6, the behavior of a productive honeypot
scenario is shown. In this case a honeypot, exploitable by
timing attacks and with the ability to appear with an HDD with
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Figure 17: Throughput behavior m5

TABLE VI: Performance Description m5

Measurement time throughputMB=s

Measurements 1000 1000

min 0.19 sec 406.901042

max 0.24 sec 513.980263

mean 0.198180 513.980263

standard deviation 0.005265 12.897778
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Figure 18: Density of Runtime at m6

another throughput rate is built with Apate. The hypervisor
should provide a throughput rate of 65 MB/s, instead of the real
throughput rate fromm4. The scenario is the same like inm4
and m5. A random generated �le of 100MB gets copied and
the time gets measured. This measurement has been repeated
1000 times.

Let t real be the time to copy one KB on the real system.
The real system is the honeypot system. Letthoney be the time
to copy one KB on a �ctional honeypot system. In the case
of this measurement, it is a system with a HDD that provides
a throughput rate of 65MB/sec. Letb be the buffer size, used
by the cp-command. The hook with the hypervisor is bound
to the read -function. To decoy the attacker, the hook needs
to sleep for a timetsleep , such that:

tsleep = b� (thoney � t real ) (3)

The calculationthoney � t real is a constanttwait to describe
the honeypot system.

The custom code, processed by the hypervisor, reads the
variablebuffer_size . Then, it multiplies this variable with
the sleeping rate constanttwait . The result is used to trigger the
sleeping function. The full functionality in Apate-IL is shown
in Listing 4.

Listing 4: Sleeping function in Apate-IL

f p u l l r1
f p u l l r2
mul r1 r2
s l e e p r1
e x i t

The �rst and second line reads thebuffer_size and the
constanttwait and stores them in registerr1 and r2 . In the
third line, both values stored in the registers gets multiplied.
The result gets stored in the most left registerr1 . The sleeping
command uses this value to sleep. The exit command quits the
hypervisor processing.

Figure 18 describes the density ofm6.
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Figure 19: Throughput behavior m6

Compared tom4 the measurements show that the sleeping
function is able to generate a completely different runtime
scenario. It also shows that the performance is stable along
all measurements.

Figure 19 shows the throughput of measurementm6 in
MB/s.

The throughput is generated with a weighted exponential
moving average over 20 measurements. This illustration also
shows that the throughput is stable over all measurements. It
also describes that the target rate of 65 MB/s is stable over all
measurements with a small deviation.

Table VII describes the data for measurementm6.

TABLE VII: Performance Description m6

Measurement time throughputMB=s

Measurements 1000 1000

min 1.23 sec 58.128720

max 1.68 sec 79.395325

mean 1.521950 64.290778

standard deviation 0.063464 3.020391

This description shows that the mean throughput is very
near the expected throughput rate. It also shows that the
standard deviation is low, so that the honeypot is able to
provide a stable throughput rate.

VIII. C ONCLUSION

This paper presents Apate, a hypervisor for custom code
to hook any function in a *Nix Kernel or userland-program.
With the possibilities of the proposed solution to detect timing
attacks, it is possible to identify the best place to hook a
function and to inject the honeypot component. Apate works
on a function level, and is able to log, block or manipulate
functions. The evaluation shows that Apate has only a low
performance overhead and can be used in productive scenarios.
The evaluation also shows that Apate is able, with only four
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commands, to build a honeypot for timing attacks, and to lure
an attacker with timings from a completely different hardware
system, without any installation, compilation or any other time
consuming con�guration. As future work, we will implement
more commands for usage in honeypot systems. We also plan
to include multiprocessing and a more advanced code section.
At moment Apate is in a beta status, whenever it is more stable
(the assembler does need some tweaking in error detection),
Apate will be open source under github.
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Abstract—Mobile devices are a popular means for planning,
appointing and conducting criminal offences. In particular, short
messages (SMS) and chats often contain evidential information.
Due to the terms of their use, these types of messages are funda-
mentally different from other forms of written communication in
terms of their grammatical and syntactic structure. Due to the low
price of media storage, messages are rarely deleted. On one hand,
this fact is quite positive as potentially evidential information
is not lost. On the other hand, considering only SMSs, 15,000
and more stored only on one mobile phone is not uncommon. In
most cases of organized or gang crime, there is not one but many
devices in use. Analysing this large amount of messages manually
is time consuming and, therefore, not economically justi�able in
the cases of small and medium crimes. In this work, we propose a
process chain that enables to decrease the analysis and evaluation
time dramatically by reducing the amount of messages, that need
to be examined manually. We further present an implemented
prototype (MoNA, mobile network analyzer) and demonstrate its
performance.

Keywords–forensic; ontology; German; text processing; expert
system; text analysis; short messages

I. I NTRODUCTION

With our previous work [1] we try to close the gap between
backup and recovery of data and its content analysis in the
context of mobile forensics. The fast-growing mobile market,
constantly emerging or rapidly changing technologies and high
hardware diversity require rapid development of new forensic
tools. In recent years, many works have dealt with the backup
and recovery of data on a variety of platforms [2]. However,
there are few works that deal with the analysis of the textual
content.

Over the last decade, our understanding of communication
and its means have changed drastically. With the introduc-
tion of inexpensive messaging technologies and comfortable
usability driven by increasingly powerful smart devices, com-
munication has shifted towards conversing via chats and short
messages (especially short messaging service, SMS). Besides
rising computational power, mobile devices are also provided
with signi�cant amounts of memory that allow storing appli-
cation data, documents, images, and thousands of messages
exchanged with a multitude of conversation partners. Although
the number of exchanged messages can be in the thousands,
they account only for a small fraction of occupied space in
general. In consequence, chat and SMS logs are rarely deleted.

In the context of digital forensics, this aspect leads to
an ambivalent situation. On the positive side, it has become

more likely that con�scated devices yield information rele-
vant for the investigation process and could reveal additional
evidential aspects, such as identities of backers or other crime-
related intentions of the suspect. On the downside, these
information need to be extracted from the raw chat data,
which is, considering its scale, barely manageable by manual
means. In addition, with the growing amount of available
memory and the ongoing popularity growth of text messaging,
it can be postulated that manual perusing and annotating will
become practically impossible. Hence, there is a necessity in
developing computational (semi-) automated technologies that
can support the investigator in the process. To achieve this,
researches have to cope with a number of issues. Most notably,
messages are often enriched with typos and grammar mistakes
introduced by lowered language use standards observable in
casual text conversations. Such mistakes pose major problems
for text mining and computer linguistics.

Based on our previous work [1] a straightforward technique
for identifying individual conversations in SMS chat logs
is introduced in this paper and evaluated on a manually-
annotated SMS dataset. In addition, in Section II we �rst
discuss general background and related work considered in
the MoNA development process. In Section III, we de�ne and
characterise short message semantic analyses in the context of
forensics, providing detailed aspects involved in the motivation
of our work. Further, the SMS dataset used to develop and
evaluate MoNA is described. We emphasize that the dataset
in use has been relevant for a closed drug crime investigation,
thus actual information provided in this study are based on
a real-life application scenario. In this respect, in Section
IV we introduce measures for quantifying the potency of a
keyword dictionary provided by investigators that is used by
MoNA to classify and score identi�ed conversations. These
measures additionally provide statistical �gures that can be
used to further optimise and re�ne the dictionary in use.
After discussing the evidential conversation detection process
utilised by MoNA (Section V), we demonstrate its performance
in Section VI and provide future prospects in Section VII.

II. RELATED WORK

Compared with texts from industry, medicine or science,
relatively few works deal with the analysis of short messages.
Most of these works address the binary classi�cation problem
in terms of SPAM detection. For example, in a large-scale
study Skudlark [3] examined approaches to detect SPAM
activities. However, they rely on the presence of URLs in the
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text body, which limits the applicability of these methods to
forensic short messages on very few cases of fraud, computer
sabotage or similar crimes. Ahmedet al. [4] presented an
SMS classi�cation approach based on Naive Bayes anda
priori algorithms. A further method has been discussed by
Xu et al. [5] that relies on content features for classi�cation.
Although this method yields reasonable results, an application
to most �elds of forensics cannot only be based on meta
data. But this kind of data can be useful to enlarge the target
matching space. In the �eld of multi class SMS classi�cation
Al-Talib et al. [6] introduced a technique using an improved
TF-IDF weighting, whereas Patelet al. exploit arti�cial neural
networks [7]. Another interesting work was presented in 2011
by Ishihara [8]. In this work, the author proposed a likelihood
ratio-based approach for SMS authorship classi�cation using
n-grams. The model was trained and evaluated using the NUS
SMS corpus [9]. Unfortunately, a similar corpus for German
forensic SMS is currently not available. The general problem
when trying to create such a corpus in the �eld of forensics
is the availability of real-life data. This is the reason why
Ishihara considered non-forensic data, while the developed
classi�er has been trained and evaluated for forensic purposes.
Therefore, with respect to forensic short messages and their
special characteristics (which are discussed in Section III-B
in more detail), the applicability of such a classi�er and
its performance in the real-life context of forensics remains
unsettled. Furthermore, approaches for extracting information
from short messages, as discussed in [10], [11], are frequently
based on the presence of correct grammatical structures. How-
ever, these do not exist in most cases for short messages.
Knowledge-based approaches, such as proposed in [12], are
more promising since they can includea priori knowledge
of the investigator to support information retrieval as well as
information extraction processes. In the work presented by
Nebhi [12] Twitter posts are considered, which, however, are
similar to forensic SMS in some degree.

Thus, in general, there is no approach available that can
cope with the challenges posed by real-life short message
data. In addition, such an approach is required to be both
applicable to all the data, and to perform as reliable as required
by forensic investigation standards.

III. B ACKGROUND

A. Forensic Short Messages

The analysis of short messages is a particular challenge
in the context of forensic text analysis. The reasons for this
is the combination of forensic text characteristics and of high
information density, which is characterized by limitations in
the number of characters. Such limitations arise on the one
hand by technical reasons, on the other hand by the kind of
use. Thus, short messages are often used in terms of “by the
way messages”.

De�nition 1 (Forensic Short Message):In this study, any
textual message having the properties of an incriminated text
and is sent or received using a short message service is
considered a forensic short message.

Looking at current surveys of the short message traf�c in
the Federal Republic of Germany (see Fig. 1), a turnaround
can be seen in the development starting in 2013. The reason

Figure 1: Number of SMS and IM messages (WhatsApp) sent
in Germany from 1990 to 2014 in millions per day (2015
estimated) [13].

for this is not a decrease in the mobile communications in
general, but in a shift to other convenient communication
services such as instant messaging services (e. g. Whats App).
Nevertheless, every citizen sends one instant message per
day on average. The outstanding role of text messages today
and in the future, both in general and forensics contexts,
was thoroughly discussed in [14]. Since the communication
behaviour is mainly in�uenced by the type of use, the change
of the medium has had only a relatively small impact on the
writing behaviour of the user. Thus, the results presented in this
work can be transferred in principle to other forms of mobile
communication in writing. In general, the forensic analysis of
incriminated texts is a big challenge for investigators—which
is especially the case for short messages. In addition to large
message quantities only sent by one individual, such messages
have a particular characteristic, which makes the analysis
dif�cult even for experienced investigators. Considering the
amount of content that needs to be fully read, this effort is
probably justi�able only in cases of severe crime or crime
of high public interest. One of the current biggest limitations
during the development of an automated solution for forensic
purposes is the lack of a gold standard. Yet, an effective and
ef�cient analysis in each relevant case is unthinkable without
the usage of computational solutions.

B. Characteristics of Forensic Short Messages

As already discussed in [1], forensic text's structure and
quality regarding grammar, syntax and wording strongly de-
pends on the area of the crime committed by the offenders,
their level of education and their social environment. A more
detailed description of the general characteristics of forensic
texts can be found in [15]. Personalized SMS form the extreme
case of these characteristics. They are particularly marked by
frequent lack of correct grammatical structures. Therefore, it
is dif�cult to use (lexico)-syntactic pattern as discussed in [16]
[17] for extracting information of criminalistic relevance. Fur-
ther, the usage of non-standardised emoticons, abbreviations,
emotionally intended character extensions and especially writ-
ten effects of language erosion caused by language-economic
processes make this task more dif�cult and lead to a failing
of known techniques. The following list shows some example
texts to illustrate the problem:

� ”aber was ich mein[e] is[t] wir m̈uss[e]n wenn
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wir weihnacht[e]n gefeiert hab[e]nübelst money
hab[e]n”

� ”Beruhig[e] dich ich zieh[e] denn das n̈achste ma[l]
rich[tig] fette ab! :) )))))”

� ”Ich schreib jetzt wegen dir hab ich mein 12g nicht
bekommen Weil Du ne aus[ de]m knick gekommen
bist XD”

Missing characters are included in square brackets, whereas
additional characters are shown as strike-through text. Incor-
rect capitalisations are underlined. Slang-af�icted words and
phrases are printed in bold. The most challenging problem in
the considered context of SMS with criminalistic relevance is
the usage of slang-af�icted language combined with terms of
hidden semantics. Hidden semantics refer to one kind of a
steganographic code. Such a term is used in its common inno-
cent meaning but its actual semantic background is prearranged
by a narrow circle of insiders. For example, the question

”Bringst du ein Wernesgr̈uner mit?” (Can you bring a
Wernesgr̈uner?)

appears innocent and unsuspicious because the termWer-
nesgr̈uner (a German beer brand) is used as in asking for a
bottle of beer. However, by considering the actual context, the
author of this message is actually asking for marijuana. Note
that in this example we intentionally do not use slang to avoid
misunderstandings. But commonly terms of slang are mixed
in regularly. These characteristics make it dif�cult even for
criminalists and linguists with years of experience to read and
understand the semantics of forensic SMSs.

Thus, it becomes clear that any information not identi�ed
as relevant by an automated system may be crucial in proving
the guilt or innocence of a criminal suspect. Eventually, it
can be stated that decisions concerning the evidential value of
forensic SMSs cannot be made by a machine.

C. Dataset under Consideration

The data used by the authors for the development of MoNA
is based on a dataset of a closed case of drug traf�cking
provided by a cooperating prosecutor for research purposes.
Nevertheless, the data is not publicly available. For this
purpose the legal framework has to be established, at least
in Germany. In the case under consideration a smart phone
of the suspect, an HTC Desire A9191, has been seized and
a physical image has been generated by using Cellebrite's
UFED Physical Analyzer. The textual data contained in this
image was exported as an Excel Workbook and forms the
basis for all further investigations. This dataset includes 14,307
short messages (SMS) and 132,345 chat messages. During the
development of MoNA, only SMS messages have been used so
far. Through an of�cial of a cooperating police department all
short messages were manually read and evidential ones were
labelled as relevant. Afterwards, the same work was performed
by a member of the research team without criminalistic back-
ground.

In summary, only half of the relevant messages were
correctly classi�ed as evidential by the research member and,
on the contrary, messages considered as insigni�cant by the

investigators were classi�ed as evidential. This shows that sub-
jectivity can introduce signi�cant errors in analyses processes
and emphasises the need for expert knowledge. This study
thus focuses on the prototypic implementation of MoNA as
a strategy for identi�cation and classi�cation of conversations
with respect to their relevance to the crime in question.

IV. WORD DICTIONARY POTENCY

The majority of text mining and computer linguistic algo-
rithms rely on word dictionaries that provide the initial set
of words, which are screened against a given text dataset
in the process. In computer forensics, the investigator aims
at maximizing the number of identi�ed messages contain-
ing evidential information, to which we refer to as signif-
icant messages in the following text. In general, the basis
for the successful identi�cation of signi�cant messages or
conversations in large message sets using string matching
techniques and phonetic algorithms predominantly requires a
potent word dictionary. Word dictionaries are subjected to two
major requirements: First, they have a signi�cant impact on
classi�cation performances of utilised methods and thus should
be optimally composed in this respect. Secondly, word dictio-
naries are required to be domain-speci�c, case-independent,
and generalized corpora of words—meaning that each should
be interchangeable and not be speci�cally tailored toward
the dataset in question. Especially in the �eld of computer
forensics, it needs to be further emphasized that a dictionary
is considered to be speci�c for a certain time period and region
as well.

In this study, MoNA has been provided with a dictionary
of 90 words speci�c for the drug scene currently present in
the Chemnitz/west Saxony region of Germany. In this section,
measures of dictionary potency, which supply simple quan-
ti�cations of per-word performance, are introduced, demon-
strated and discussed on the available data. First, measuring
initial classi�cation power of dictionary words is demonstrated.
Subsequently, it is shown how word heterogeneity of obtained
word matches in the dataset can be measured. Word match
heterogeneity provides statistical �gures on word diversity in
and between matching word sets in signi�cant and insigni�cant
(non-relevant) messages, which in turn can be used to represent
per-word speci�city. Here, the investigator aims at maximizing
diversity between word sets and reduce heterogeneity within
the sets, thus reducing ambiguities of obtained matches.

A. Overview on Individual Dictionary Word Potency

Analyses of dictionary potency have been conducted
by employing string matching and two phonetic algorithms
(Kölner phonetic [18] and Double Metaphone [19]) on the
provided SMS dataset. All three algorithms reported a total
of 11,665 matches in the dataset, of which 310 had been
annotated as signi�cant by the investigators. Interestingly, a
large fraction of 42 dictionary words matches exclusively to
either signi�cant or insigni�cant messages (see Table I). The
seven words only matching to signi�cant messages account
for eighteen of the 310 signi�cant matches. Furthermore, 35
dictionary words yield no signi�cant matches in the dataset,
classifying a total of 17% of the matches as insigni�cant.

In theory, a powerful dictionary yields signi�cant matches
only. However, the statistics obtained from actual data show
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Figure 2: a: Predictive performance evaluated by means of
Matthews correlation coef�cient (MCC) of 90 dictionary words
yielding matches in signi�cant and insigni�cant messages
(see Table I).b and c: Relative entropy (H r ) and relative
Kullback-Leibler divergence (KL r ) are measures for assess-
ing word match set homogeneity respectively set divergence.
Three illustrative word match homogeneity scenarios for words
w1, w2, and w3 are depicted, with schematic plots ofH r
and KL r obtained from these scenarios shown on the right
(M + andM � : matching word sets of signi�cant respectively
insigni�cant messages).d: Plots ofH r andKL r of 21 words
yielding KL r > 0:4. Colour highlighting is in correspondence
to the three word matching scenarios shown inb and c,
indicating varying degrees of ambiguity and, thus, signi�cance
to dictionary power.

mixed power of individual dictionary words. The aspect that
thirty-�ve of 90 words are anti-correlated—yielding only in-
signi�cant matches—is rather surprising, as one would expect

most of the matches to be exclusively signi�cant or at least to
be matching to both cases. Although errors should be expected
in practice, large fractions of anti-correlated words, as observed
in this study, highlight that a given domain-speci�c dictionary
can produce unwanted effects caused by hidden ambiguities in
the data. Hence, a dictionary should always be considered as a
set of independent words—each of these with its own meaning
and power with respect to classi�cation performance.

TABLE I: Results of initial word dictionary testing. 90 domain-
speci�c dictionary words have been matched against the SMS
dataset using string matching, Kölner phonetic and Double
Metaphone. If a matching message contains evidential infor-
mation, the match is considered signi�cant.

number of dictionary words type of matches % of all matches

7 only in signi�cant messages 0.2
35 only in insigni�cant messages 17.0
48 both 82.8

B. Measuring per-word Classi�cation Power

To demonstrate the varying power of words, classi�cation
performances of the 48 words matching to signi�cant and
insigni�cant messages have been analysed. Here, the Matthews
correlation coef�cients (MCC) [20] have been computed for
each word and each of the three used algorithms. The MCC
is de�ned as follows:

MCC =
TP � TN � FP � FN

p
(TP + FP )(TP + FN )(TN + FP )(TN + FN )

:

(1)
The classi�cation statistics TP (true positives), FP (false posi-
tives), TN (true negatives), FN (false positives) correspond in
this context to the following numbers:

� TP - number of reported matches corresponding to
signi�cant messages

� FP - number of reported matches corresponding to
insigni�cant messages

� TN - number of cases where the algorithm indicates
no match in insigni�cant messages

� FN - number of cases where the algorithm indicates
no match in signi�cant messages

The MCC is in the range of -1 and +1, where +1 corresponds to
perfect classi�cation, whereas the number of FN and FP cases
is 0. In contrast an anti-correlated performance is indicated by
an MCC of -1. Furthermore, although the MCC is a more strict
measure of classi�cation performance in comparison to the
classic F1-measure, it is less prone to errors introduced by class
imbalance, which is present for the majority of investigated
words. The MCC thus supplies an intuitive representation of
dictionary potency, but also provides a measure that is ought
to be maximized. The computed individual MCC values are
shown in Fig. 2a. As depicted, ten words yield MCC values
> 0:5 for any of the three methods. These words include the
two phonetically similar wordsChristel (a German nickname)
and Crystal, as well asendspannendes(misspelled German
word for 'anything that is relaxing'). In case of these three
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words, phonetic algorithms reported matches highly correlated
to signi�cant messages, however, no string matches have been
identi�ed. This is simply due to spelling mistakes made by
the conversation partners. Here, phonetic algorithms have been
able to successfully identify correspondences missed by string
matching that had been proven to be case-relevant. Further, in
case ofSchokolade, a domain-speci�c synonym for hashish,
anti-correlation is observed, yielding string matches only to in-
signi�cant messages. Manual inspection of string and phonetic
matches revealed spelling differences between signi�cant and
insigni�cant messages, whereSchokoladeis written correctly
in the latter, leading to reported anti-correlated string matches.
In signi�cant messages, however, a consistent miss-spelling,
Schockoladeinstead ofSchokolade, is present. Although there
are only two cases of positive messages, it can be proposed
that this typing error is actually made on purpose—where the
additional 'c' could abbreviate 'cannabis' and therefore might
encode the actual meaning of the message in addition to using
the synonym. In summary, for the majority of these 48 words
classi�cation performance is insuf�ciently low. Even though
string matching seems to perform superior to the utilised
phonetic algorithms in this study, no signi�cant performance
difference is observable (one-sided Welch test, p = 0.24 for
Kölner phonetic, p = 0.05 for Double metaphone).

C. Measuring per-word Match Ambiguity

Finally, if a dictionary word results to two sets of matching
words in signi�cant and insigni�cant messages (as in case of
forty-eight dictionary words in this study), it is at least desir-
able to obtain two divergent, homogeneous sets of matches.
Divergence indicates that the two sets differ in matching word
composition, whereas homogeneity indicates word diversity
within the sets. Thus, both measures in combination can pro-
vide quanti�cations of ambiguities present between and within
both sets. In order to avoid ambiguity, the researcher aims at
increasing divergence and homogeneity. Sub�gures 2b and c
illustrate resulting hypothetical word match scenarios for three
imaginary dictionary words (w1; w2; w3). M + andM � corre-
spond to the sets of matching words in signi�cant respectively
insigni�cant messages. For measuring word set divergence
and homogeneity, relative Kullback-Leibler divergence (KL r )
and relative Shannon entropy (H r ) are here proposed. In
general,KL r corresponds to the normalized Kullback-Leibler
divergence, which is used to measure the difference between
probability distributionsP and Q. A probability distribution
for a word setM can be simply deduced by considering the
relative frequency of each word in the set of unique wordsUM
derived fromM . Thus

P(w 2 UM ) =
f (w)
jM j

(2)

is obtained. For clarity,P(M � ) is denoted asQ(M � ) in the
following. From this, the Kullback-Leibler divergence between
setsM + andM � can be readily computed:

KL (M + jjM � ) =
X

w2 UM

P(w) log2
P(w)
Q(w)

; (3)

where M = M + [ M � . However, divergence as de�ned
here results to a non-symmetric measure, which also not
always strictly considers all unique words inM . In case of

a given wordw being only present inM + , Q(w) = 0 and
the Kullback-Leibler divergence is not de�ned. Due to these
drawbacks, the two-sided divergence is utilised in this study
instead:

KL (M + jjM � ) = KL (M + jjM ) + KL (M � jjM ): (4)

Finally, KL r can be computed by normalizing the observed
divergence using the theoretical maximal divergence

KL max (M + jjM � ) = log 2

�
jM j

jM + j

�
+ log 2

�
jM j

jM � j

�
(5)

KL r (M + jjM � ) =
KL (M + jjM � )

KL max (M + jjM � )
: (6)

Using the de�nition of word probability given in equation (2),
Shannon entropy can be computed:

H (M ) = �
X

w2 UM

P(w) log2 P(w): (7)

In order to obtain normalized comparable quantitiesH r (M ),
H (M ) is weighted by taking into account the maximum
theoretical entropy, leading to

H r (M ) =
H (M )

log2(jUM j)
: (8)

In Fig. 2 KL r and H r are illustrated schematically for three
word match scenariosw1, w2 and w3 (see sub�gures b and
c), which are observed for 21 dictionary words. Here, only
dictionary words yielding minimal ambiguity (KL r > 0:4) are
considered. As illustrated, if all unique words are uniformly
distributed overM + and M � , H r is observed to be 1
(maximal) andKL r is 0 (minimal). In this case, ambiguity
is maximal and, simply by considering matching words, no
classi�cation can be achieved. The corresponding dictionary
word w is thus of low classi�cation potency. This case is
similar to word matching scenariow3, whereas four dictionary
words considered in this study yield similar values (highlighted
in green in Fig. 2a and d). Analogously, 11 and 6 dictionary
words can be assigned to scenariow1 (blue) andw2 (red),
respectively. Also, by taking into account MCC values of
these words, the dictionary words yielding good classi�cation
potency can be identi�ed. In our study, the dictionary words
bufeln, Christel, Crystal, drehen, endspannendes, Grünedaum,
sechen, smokenyield a low degree of ambiguity and good clas-
si�cation performance. Furthermore, dictionary words yielding
anti-correlation correspond to word matching scenariow1 as
well.

In summary, these statistics can be used to visualize indi-
vidual dictionary word potency, but also to provide measures
that can aid in identifying unknown correlations and selecting
additional potent words from obtained matches, or replacing
ambiguous less potent words. In this study, it is apparent
that a majority of words provided by the dictionary are of
low potency. A large fraction of words are not sensitive to
signi�cant messages or provide only low classi�cation potency
with respect to message relevance.
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V. I DENTIFICATION OF EVIDENTIAL SHORT MESSAGES

With respect to properties of forensic short messages
discussed in Section III-B, the identi�cation of crime-relevant
messages within a large message history is a classi�cation
problem that is dif�cult to solve by means of computational
approaches as well as manual annotation. However, by taking
into account information extracted from related conversations
instead of individual messages, automated classi�cation strate-
gies could be developed and applied providing the investigator
with a list of conversations, which in turn can be manually
perused, put into context, and can thus aid in the investigation
process. As a positive side effect the context of the message is
maintained in such a preprocessing strategy, which facilitates
the understanding when manually perusing obtained classi-
�cation results. Thus, an automated method for identifying
individual conversations in message histories is desirable. In
this section, a statistical approach is suggested, which aims at
addressing this problem. First, the initial strategy for extracting
statistical data from message logs is elucidated and mathe-
matical formalisms are introduced. Furthermore, a statistical
measure for quantifying conversation detection performance
is introduced and applied to the proposed strategy. In this
study, the conversation identi�cation strategy is applied to two
drug crime-related message histories both containing manually
annotated relevant (evidential) messages, whereas one further
contains a conversation index obtained from peruse. The latter
message history is eventually used to measure identi�cation
performance of the proposed strategy.

A. Conversation Detection

In the context of this study, a conversation is considered
as any amount of time- and semantically-coherent messages
between at least two people. Formally expressed letM be
the set of all messages, wherem 2 M is corresponding to
any message inM . Furthermore,M is in chronological order,
creating a temporal connection between the logged messages.
Therefore, the chronology of the exchange between the con-
versational members can be tracked. In addition, the response
times (the elapsed time between two sequential messagesmi
and mi +1 ) can be derived. The strategy presented here is
based only on derived response times and follows a simple
hypothesis: the longer the response time between two messages
mi and mi +1 , the lower the likelihood that both messages
belong to the same conversation. Based on this hypothesis,
the following approaches may gradually lead to the proposed
statistical strategy:

1) Response times follow a statistical distribution (fre-
quency distribution). Short response times are thereby
more often observed than long response times.

2) Given a suf�ciently large dataset and obtained re-
sponse times, a probability distribution and hence
a probability density function can be estimated em-
pirically on the basis of the observed response time
frequency distribution.

3) Given any response timet, the relative number of
expected response times� t in a chat log can be es-
timated based on the approximated density function.

4) The reversion of the above statement leads to an
approach for solving the problem and is as follows:

for which response timet is a given fractionp of
response times with� t to be expected?

5) If p is chosen suf�ciently small (p = 0 :05 is a
common statistical threshold), a critical response time
t can be determined. Thus, it is expected that for this
particular response time95%(1� p) of all messages
are answered within that time period. The remainder
of 5% is negligible in accordance top.

6) If the response time between two messagesmi and
mi +1 exceeds the critical response time, the prob-
ability for both messages belonging to the same
conversation is expected to be low. Thus, it can be
postulated that both messages do not belong to the
same conversation.

7) M can be split into different conversations solely
from the sequence of response times with respect the
estimated critical response time.

With the general hypothesis elucidated, the underlying for-
malisms resulting to the identi�cation strategy are now intro-
duced. Let�t = tm i +1 � tm i be the response time between
two sequential messages of two conversation partners. Then
� T is the set of all response times which fall within interval
(t1; t2]; thus � T = f �t j t1 < �t � t2g. The function of all
observed frequencieshi = k � Ti k parallel over time gives
a characteristic frequency distribution, which is illustrated in
Fig. 3a for a message history containing 1,550 messages. The
bin interval is 5 seconds.

In this histogram it can be seen that the frequency distri-
bution follows an exponential decay of formae� bt . Therefore,
short response times are frequently observed. A causal relation-
ship between the observed distribution and response time can
be explained by the responsiveness of two callers. However,
this responsiveness is not constant, but varies continuously
over time. To illustrate this underlying hypothesis, lett be the
time that has elapsed since receipt of the last message. The
recipient of the last message has not yet responded to this.
So the responsiveness isB t . It should be noted, thatB t is
corresponding to a sum of several human factors, for example
for this readiness, the duration of the call and already discussed
aspects contribute to responsiveness variance. However, a
general decrease in responsiveness can be assumed considering
a general statement: if the recipient of the last message has
seen no reason to answer at timet, readiness to continue
the conversation does not increase at a later timet + dt.
This responsiveness is formally expressed asB t + dt . Although
numerous human factors account to variance, the statement
B t > B t + dt is reasonable to assume in the general case.
Thus, the responsiveness decreases tendentiously. Here it can
be postulated that a constant reduction rater describes the
reduction ofB as a function of elapsed time since receipt of
the last message. This relationship can be formulated as:

dB
dt

= � rB (9)

Hence, the more time has passed since the receipt of a message,
the lower is the probability that a response will still be sent.
Equation (9) can be readily solved (equation (10)). Thus, from
these considerations time-dependent responsivenessB t results
from initial standby responsivenessB0 and constant reduction
rater . This aspect describes the exponential relation shown in
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Fig. 3a.
B t = B0e� rt (10)

Furthermore, equation (10) can be understood as a probability
density function obtainable by �tting parametersB0 and r to
the observed response time distribution. Optimal �tting can be
determined by regression errors (see equation (11)).

f r opt;B 0opt
g = arg min

r;B 0

X

t

jB calc
t � B obs

t j (11)

Based on this approximated probability density function, a
threshold timetp is calculated corresponding to a suf�ciently
low answer probability. If this timetp is exceeded, the con-
versation is considered as terminated. This probability can be
assumed to be suf�ciently small and is hereinafter referred to
p. In this studyp = 0 :05 is observed to perform well on both
considered message histories. Finally,tp can be determined
by simply integrating the approximated probability density
function and corresponding rearranging of the equation:

F(B ) =
Z t p

0
B0e� rt dt = 1 � p (12)

The red line in Fig. 3a shows the result of the performed
regression on a message history consisting of 1,550 messages.
The dashed blue line illustrates the calculatedtp for which
the probability of receiving a response to a sent message is
lower thanp = 0 :05. For this datasettp is 217 seconds. In
summary, proposed statistical conversation identi�cation re-
quires to approximate the probability density function from the
conversation-characteristic response time distribution, estimate
a critical threshold timetp for a preselectedp, and �nally split
M into disjunct sets of messages, whereasjtm i � tm i +1 j > t p.

To check if conversations containing evidential messages
are erroneously split by this approach, their response time
distribution has been investigated. As shown in the histogram
in Fig. 3b the response time for only one relevant message
exceeds the estimatedtp. Hence, all conversations contain-
ing evidential information are not falsely split in this case.
However, this single message is a solitaire, meaning it is
a single unanswered message without contextual references.
The algorithm for detecting conversations is only applied to
phone numbers at a minimum of7 digits without any country
code or at least10 digits with country code, because shorter
numbers mostly belong to telephone services and, therefore,
are of less interest. Furthermore, the cut-off calculation as the
�rst step during the conversation detection is only considered,
if the number of messages between two conversation partners
is at least 20. To avoid extremely short and, therefore, less
meaningful conversations a cut-off value of2 minutes is set as
a minimum. These dialogs also include questions detected via
the question mark symbol (”?”), as well as in combination
with an exclamation mark (”!”). It was analysed whether
and to which extent at these points (between question and
answer/reaction) clustering occurs and if, therefore, coherent
conversations were cut undesirably. The analysis results on the
test dataset can be seen in Table II. Based on a manual review,
it could be found out that SMSs, which contain question marks
mostly (82:69 to 100%), follow up answers or reactions from
the other participant and, therefore, can be treated as a coherent
conversation. The cut-off value itself does not change, because
the clustering/conversation detection is following the cut-off
calculation.

Figure 3: a: Response time histogram of a message history
containing 1,550 messages, of which 40 were evidential for
a recently completed drug crime investigation. Detecting con-
versations (grouping of chronologically ordered messages into
disjunct sets) statistically as proposed in this study utilises a
probability density function estimation (shown by red line)
based on response time distribution. Employing a probability
thresholdp gives a critical response timetp, upon which two
consecutive messages are assigned to two separate conversa-
tions if the observed response time between said messages
exceedstp. b: Frequency distribution of 40 evidential mes-
sages. As shown, utilising atp of 217 seconds leads to a set
of conversations in which conversations containing evidential
messages are not erroneously split by the proposed approach.

By reference to Table II it would appear that special
treatment or �ltering of question marks has a major impact
on the number of clusters in the test dataset. Without question
mark treatment384clusters arise. If the clustering is extended
by the question mark treatment it results in332 clusters
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TABLE II: Comparison of the question mark consideration in
the conversation detection of the test dataset.

without ”?” treatment with ”?” treatment

# matches 52 0
# conversations 384 332

(13:54% or alternatively52 less clusters than before). In view
of these results, the question mark treatment is recommended.

B. Evaluation of Conversation Identi�cation

Evaluation of the proposed automated approach is carried
out by comparing the similarity of the generated chat log parti-
tioning with the partitioning obtained from manual annotations
using an information theoretic approach. More precisely, given
the two partitions normalized mutual information is computed,
which indicates information coupling between both and reports
the degree of uncertainty that the partitioning obtained by
the proposed approach is meaningful with respect to manual
annotations. A partitioning of a chat log corresponds to a set
C = c1; : : : ; ck of k identi�ed conversations. LettE (ci ) be the
time elapsed during conversationci . Trivially, the sum of all
tE equals the elapsed time between all messages. According
to this the ratiop(ci ) = tE (ci )=

P
(tE (cj )) corresponds to the

probability of any randomly chosen message (or any arbitrary
point of time betweent1 and tn ) to belong to conversation
ci . In this respect, a pair of conversation sets obtained by
manual annotationCman and automated identi�cationCauto

can be compared by means of these probabilities. Considering
manual conversation identi�cation to be error-free, optimal
automated conversation identi�cation is achieved, ifCman =
Cauto . By considering underlying probability distributions
P(Cman ) andP(Cauto ), the statement holds analogously true
if P(Cman ) = P(Cauto ). In order to evaluate the quality
of the proposed approach, bothP(Cman ) and P(Cauto ) can
be utilised to measure set similarity. However, since both
sets are not necessarily of equal size and there is no one-to-
one correspondence between conversations in both sets, rather
straightforward measures of set similarity, such as the Jaccard
index or the previously discussed Kullback-Leibler divergence
as well as correlation analyses of conversation indexes, have
to be considered as unsuitable. Due to these constraints,
normalized mutual information (NMI) is chosen for evaluation
instead. In general mutual information quanti�es the emitted
information (or dependence) between two variablesX andY
by means of scaling the joint distributionP(X; Y ) of both
using the distribution of marginal probabilitiesP(X )P(Y ).
This measure is still applicable in case when the sizes of
both sets are unequal, and also does not rely on one-to-one
relations. Further, mutual information can readily be normal-
ized (NMI 2 [0; 1]) using the marginal entropiesH (X )
and H (Y) to obtain comparable quantities. The maximum
value of 1 is thus observed if the discrepancy between joint
distribution and marginal distribution is maximized— which
is only if P(X ) = P(Y ). With respect toP(Cman ) and
P(Cauto ), a maximum value of 1 is only achieved, if both
sets are equal and, hence, perfect conversation identi�cation
is obtained. If Cauto is simply generated by chance and
the identi�ed conversation set is thus expected to be of low
quality, the discrepancy between both distributions is observed

to be relatively small, leading to relatively low NMI. For
conversation identi�cation NMI is de�ned as

NMI (Cauto ; Cman ) =
2MI (Cauto ; Cman )

H (Cauto ) + H (Cman )
; (13)

where

MI (C1; C2) =
X

ci 2 C1

X

cj 2 C2

p(ci \ cj ) log2

�
p(ci \ cj )
p(ci )p(cj )

�

(14)
and

H (C) = �
X

ci 2 C

p(ci ) log2 (p(ci )) : (15)

p(ci \ cj ) corresponds to the time fraction of the overlap
between two conversations.

The proposed strategy was applied to a second message
history of 2046 messages. The history was manually perused
and 116 individual conversations were identi�ed manually. The
statistical approach utilised on this dataset yielded atp=0 :05
of 2907 seconds. The corresponding NMI was computed and
compared to NMI values resulting for critical response timestc
in the range of 30 to 30,000 seconds. This comparison provides
a robustness test for the conversation identi�cation obtained
from tp=0 :05. As shown in Fig. 4 NMIt p is within the response
time interval (2000 s - 7000 s) that yields best performance
when considering a constant critical response time as proposed
here. Note that the NMI for small critical response times
(tc < 100 seconds) of about 0.95 corresponds to a message
history-characteristic baseline performance, which is the result
of marginal correlation betweenCauto and Cman in this tc
range.

Figure 4: NMI values computed for a message history with
available Cman determined by peruse. NMI is obtained by
deriving Cauto for each corresponding critical response time
in the range of 30 to 30,000 seconds. The critical response time
tp=0 :05 computed by the proposed statistical approach (2907
seconds) is here highlighted by a green line. Conversation
identi�cation obtained by proposed approach is within the
critical response time range resulting to best classi�cation.

C. Detecting Evidential Conversations

Given the set of identi�ed conversationsC = f c0; :::; cn g,
the next step is to determine which of these are signi�cant
regarding the object of investigation. With respect to the
insights provided in Section III-B, we utilised a bag-of-words
model combined with a domain speci�c dictionaryd to assign
a signi�cance value to each conversation and hence to each
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person being part of it. This signi�cance valueS can be
calculated depending on the frequency of domain-speci�c
terms (see equation (16)).

Si = bag(ci ; d); 8c 2 C (16)

These values form the basis of a heat scale we use to colour
the contacts in the contact network established using the
report data. Fig. 5 shows the overall process. The starting
point is a contact network based on the data gathered by
Physical Analyzer[21]. Exchanged coherent messages are
subsequently clustered into conversations as proposed. The
signi�cance value is calculated for each of these conversations.
Based on these values suspicious contacts and communications
are highlighted visually on the contact network using the
corresponding heat scale colours via the MoNA user interface.

Figure 5: The process of detecting suspicious communication.

As discussed in Section IV, the determining factor for
satisfactory results is a potent dictionary. A dictionary that
comprises local language conditions, as well as terms from
different categories of offences, is currently not available (at
least in Germany). Therefore, an appropriate dictionary for
each offence category and each local cultural circle is required
to be created before calculating conversation signi�cance.

D. Creating the Dictionary

We started dividing the corpus into signi�cant and non-
suspicious parts and performing a discriminant analysis involv-
ing stop-word elimination and stemming. Considering only the
frequency classes 1 and 2 (words exclusively in suspicious
texts and words relatively more frequent in such texts) we
identi�ed 882 ”suspicious” terms. Using these terms in turn for
processing the whole dataset for evaluation we achieve 0.98
sensitivity with 1.0 precision. Looking at the distribution of
hits, we observed that the most of them are unique. The reason
for this is due to the high number of unique spellings, caused
by syntactic and typographical errors as well as deliberate word
extensions. However, these lists of terms can form a basis for
the dictionary, especially if more than one corpus is taken into
account and words are removed according to their frequency
within all corpora.

In addition, it is useful to integrate the knowledge of local
criminalists who deal with similar cases in a similar environ-

Figure 6: Generating a pattern dictionary by transforming
criminalist's knowledge.

ment every day. This experiential knowledge is the best source
of information for both, slang and hidden semantics. Such
manually added terms need to be extended automatically, for
example, by twisting letters and transforming in patterns, e. g.,
regular expressions using an appropriate pattern generator (see
Fig. 6). Current work aims at improving dictionary potency by
applying a similar bootstrapping algorithm as presented in [15]
for the �eld of categorising forensic texts in general.

Figure 7: Dictionary containing pronunciation pro�les as a
basis for matching terms with high failure tolerance.

For testing the universality of the proposed process chain
and especially the dictionary additional corpora are required.
Fortunately, due to our cooperation with the local prosecutor's
of�ce additional data is provided. Finally, initial development
of an algorithm, which aims at calculating the conversation
signi�cance value with a high failure tolerance as shown
in Fig. 7, is currently work in progress. Here, pronunciation
pro�les are used as a basis for understanding special terms.

VI. PERFORMANCE OF APROTOTYPE

The implemented MoNA prototype show an F1 score of
about 0.80 for both string matching and phonetic matching
algorithms in relevance classi�cation of identi�ed conversa-
tions. However, both algorithms show opposite performance
with respect to sensitivity and recall (string matching: 1.0
sensitivity, 0.67 recall, phonetic algorithms: 0.67 sensitivity,
1.0 recall). In performance testing, a dictionary of keywords
commonly used in the local drug scene of the western Saxony
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area had been provided by investigators with expert knowledge.
As demonstrated in the Word Dictionary Potency section,
coverage and potency of the provided dictionary is rather low,
which is the cause for the discrepancy in recall, respectively,
sensitivity and leaves room for improvement. Thus, future
research and studies have to focus on keyword selection, dictio-
nary development and re�nement. Nevertheless, the workload
for manual peruse and annotation has been reduced signi�-
cantly to 15% by integrating the MoNA prototype into the
investigation process chain.

Figure 8: MoNA user interface. The communication network
is visualised and highlighted by colour in accordance to scored
conversation relevance. Contact information and message his-
tories are further reported and interactively explorable. Sensi-
tive information regarding the closed criminal investigation is
disguised.

VII. C ONCLUSION AND FUTURE WORK

Manual forensic peruse and analyses of SMS and IM
messages is a time-demanding and error-prone process. In
addition, in case of minor or moderate offences and crimes,
such forensic investigations are not justi�able for economical
reasons. In recent work it has been shown that automated
strategies for information retrieval and mining in message
corpora is dif�cult to realize due to information uncertainty
and ambiguity introduced by grammatical and semantic struc-
tures usually uncommon in well-written and error-free texts.
Existing computational text analyses approaches are predom-
inantly tailored towards a clearly de�ned semantic domain
and are employed to domain-speci�c corpora of semantically
and grammatically correct texts. Successful utilisation of such
techniques is thus often limited or even impossible in the
context of forensic SMS and IM message analyses.

In this work, a computational approach is proposed that
aims at reducing the amount of messages prior to manual
peruse by identifying conversations in message histories, which
might contain evidential information relevant in investigation.
This approach initially identi�es conversations in message
histories based on statistical analyses of the characteristic be-
haviour of text communication between participants. Individual
identi�ed conversations are subsequently scored with respect
to predicted crime-related relevance based on a key word
dictionary deduced from practical knowledge of investigators.

This evaluation is further used in conversation reporting and
visualization within the communication network. As demon-
strated, the implemented prototype, MoNA, shows acceptable
performance in this respect. Although widely applied software
(such as Oxygen Forensics [22], XRY Physical [23] and
UFED Touch Ultimate [24]) provide valuable means for data
extraction and visualization, the process of data exploration,
annotation and peruse is still required to be conducted manu-
ally. Here, as a tool for case-based forensic semantic analyses,
MoNA could provide a valuable missing link in the process
chain. Furthermore, MoNA currently features a data interface
to process results and data derived by means of UFED soft-
ware packages. In the near future, here presented approaches
are ought to be re�ned. Implementations of additional data
interfaces compatible with software listed above are currently
work in progress.
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Abstract—Recent years saw serious attacks on software, e.g., the
Heartbleed attack. Improving software security should be a main
concern in all software development projects. Currently, Scrum
is a popular agile software development method, used all around
companies and universities. However, addressing IT security in
Scrum projects is different to traditional security planning, which
usually requires detailed planning in an initial planning phase.
After this planning phase, only minor adjustments are expected.
In contrast, Scrum is known for very little initial planning and for
constant changes. This paper presents Secure Scrum, an extension
to Scrum, that deals with the characteristics of security planning
in Scrum. Secure Scrum is a variation of the Scrum framework
that puts an emphasis on implementation of security related issues
without the need of changing the underlying Scrum process or
in�uencing team dynamics. To implement Secure Scrum in an
organization, it helps to utilize a framework for strategic security
planning. This paper uses the example of the OpenSAMM (Open
Software Assurance Maturity Model) to show how Secure Scrum
could be implemented in the �eld. A �eld test of Secure Scrum
shows that the security level of software developed using Secure
Scrum is higher then the security level of software developed
using standard Scrum and that Secure Scrum is even suitable
for use by non-security experts.

Keywords–Scrum; Secure Scrum; Secure Software Develop-
ment; SDL; OpenSAMM.

I. I NTRODUCTION

This paper presents Secure Scrum and how Secure Scrum
can be used in conjunction with OpenSAMM for the develop-
ment of secure software. Secure Scrum was �rst presented in
[1].

In times of the Internet of Things, even refrigerators now
have network support and run a whole bunch of software. As
software is so ubiquitous today, software bugs that lead to
successful attacks on software systems are becoming a major
hassle, see, e.g., [2]. To deal with the constant presence of
attacks on systems, modern software development should focus
on developing SECURE software, meaning software with little
or no vulnerabilities.

Scrum [3][4] is a very popular software develpoment
framework at the moment [5]. Unfortunately, Scrum comes
without security support. This paper presents Secure Scrum, an
extension of the Scrum framework that supports developers in
implementing secure software. Secure Scrum is even suitable
for non-security experts.

Scrum groups developer in small developer team, which
have a certain autonomy to develop software. It is assumed
in Scrum that all developers can implement all tasks at hand.
Software development projects are split into so-called sprints.
A sprint is a �xed period of time (between 2 and 4 weeks).
During a sprint, the team develops an increment of the current
software version, typically including a de�ned number of new
features or functionality, which are described as user stories.
User stories are used in Scrum to document requirements for
a software project. All user stories are stored in the Product
Backlog. During the planning of a sprint, user stories from
the Product Backlog are divided into tasks. These tasks are
stored in the Sprint Backlog. A so-called Product Owner
is the single point of communication between customer and
developer team. Regular feedback of customers on the state
of the current increment of the software introduces agility to
software development. Changes of user stories re�ects this
agility. The Product Owner also prioritizes the features to
implement. Traditional Scrum does not include any security-
speci�c parts.

One major driver of software security in Secure Scrum
is the identi�cation of security relevant parts of a software
project. The identi�cation of security critical system parts
is very important in any software project, because only in
this case, developers can implement appropriate security con-
trols. Traditional software development processes typically
use methods of security requirements engineering to identify
security critical components of a system. However, the plan-
ning moments of Scrum (Product Backlog Re�nement, Sprint
Planning, and Sprint Review) have very tight time constraints,
hence it is very hard to apply time-consuming traditional
security requirements engineering methods. In Secure Scrum,
security relevance of parts of the emerging software is visible
to all team members at all times. This approach is considered
to increase the security level, because developers place their
focus on things that they had evaluated themselves, which they
fully understand, and when their prioritization of requirements
does not differ from prioritization of others [6][7].

Secure Scrum aims on achieving an appropriate security
level for a given software project. The term ”appropriate”
was chosen to avoid costly over engineering of IT security
in software projects. The de�nition of an appropriate security
level is the crucial point in resource ef�cient software devel-
opment (e.g., time and money are important resources during
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software development). For the de�nition of an appropriate
security level, Secure Scrum relies on the de�nition in [8]:
Software needs to be secured until it is no longer pro�table
for an intruder to �nd and exploit a vulnerability. This means
that an appropriate security level is reached once the cost of an
attack is higher then the expected gain of the attack. So, Secure
Scrum offers a way to not only identify security relevant parts
of the project but to also judge on the attractiveness of attack
vectors in the sense of ease of exploitation.

The identi�cation of security issues is not the only im-
portant part of achieving software security, the developers
also need to implement effective controls to avoid potential
security risks. In Scrum, each team member is responsible
for the completeness of his solution (De�nition of Done).
However, there is a huge number of choices of methodologies
to verify completeness. Thus, Secure Scrum must be able
to integrate different veri�cation methods. This leads to the
issue that Secure Scrum needs to support team members with
veri�cation, but without the use of prede�ned veri�cation
methods. This means that a team member can use any method
for veri�cation (same as with normal tests, Scrum does not tell
the developer how to test). Secure Scrum helps developers to
identify appropriate security testing means for security relevant
parts of a software project.

One last challenge solved by Secure Scrum is the availabil-
ity of security knowledge when needed. In standard Scrum,
each team member is responsible for his own work, this
also means that the team member needs the knowledge to
solve the requested task. Nowadays, the availability of security
knowledge and experience among software developers does not
re�ect the importance of this issue. To keep many bene�ts of
standard Scrum, Secure Scrum assumes that the vast majority
of requirements should and could be handled by the team
itself. However, for some security related issues, it could be
necessary or more cost effective to include external resources
like security consultants or in-house security experts in the
project. Secure Scrum offers a way to include these external
resources into the project without breaking the characteristics
of Scrum and with little overhead in administration.

The rest of this paper is structured as follows: The fol-
lowing section summarizes related work on software security
relevant for Secure Scrum. Section III shows the design of
Secure Scrum in detail. Section IV shows how Secure Scrum
can be implemented in an arbitrary organization using the
framework OpenSAMM. Secure Scrum is evaluated in a �eld
test in Section V. Section VI summarizes the �ndings of this
paper.

II. RELATED WORK

There are several methods for achieving software secu-
rity, e.g., Clean Room [9], Correctness by Construction [10],
CMMI-DEV [11][12], etc. However, these methods cannot be
used in Scrum as they do not blend well with the characteristics
of agile software development and speci�cally Scrum. Cor-
rectness by Construction [10], for example, advocates formal
development in planning, veri�cation and testing. This is com-
pletely different to agility and �exible approaches like agile
methodologies. Especially Scrum has a strong focus on fast
changes to running code, the overhead of Correctness by Con-
struction would be signi�cant. Other models like CMMI-DEV
[11][12] can deal with agile methods. The main difference is

that CMMI focuses on processes and Scrum on the developers
[12]. This means that Scrum and other agile methodologies
are developer centric, while CMMI is more process oriented.
Restricting developers by rigid processes would break the
idea of self-organization of Scrum, hence would introduce
signi�cant overhead. Concepts like Microsoft SDL [13] are
designed to integrate agile methodologies, but is also self-
contained. It can not be plugged into Scrum or any other agile
methodology. Scrum focuses on rich communication, self-
organisation, and collaboration between the involved project
members. This con�icts with formalistic and rigid concepts.

To sum it up, the major challenge of addressing software
security in Scrum is not to con�ict with the agility aspect of
Scrum.

S-Scrum [14] is a “security enhanced version of Scrum”.
It modi�es the Scrum process by inserting so-called spikes.
A spike contains analysis, design and veri�cation related to
security concerns. Further, requirements engineering (RE) in
story gathering takes effect on this process. For this, the
authors describe to use tools like Misuse Stories [15]. This
approach is very formalistic and needs lot of changes to
standard Scrum, hence hinders deployment in environments
already using Scrum. Secure Scrum in contrast is compatible
with standard Scrum, hence can be used in environments where
Scrum is already used.

Another approach is described in [16]. It introduces a
Security Backlog beside the Product Backlog and Sprint
Backlog. Together with this artifact, they introduce a new
role. The security master should be responsible for this new
Backlog. This approach introduces an expert, describes the
security aware parts in the backlog, and is adapted to the
Scrum process. However, it lacks �exibility (as described
in the introduction) and does not �t naturally in a grown
Scrum team. Also, the introduction of a new role changes the
management of projects. With this approach, it is not possible
to interconnect standard Scrum user stories with the introduced
security related stories. Secure Scrum in contrast keeps the
connect between security issues and user stories of the Product
Backlog respectively tasks of the Sprint Backlog.

In [17] an informal game (Protection Poker) is used to
estimate security risks to explain security requirements to the
developer team. The related case study shows that this is a
possible way to integrate security awareness into Scrum. It
solves the problem of requirements engineering with focus
on software security. However, it does not provide a solution
for the implementation and veri�cation phase of software
development, hence it is incomplete. Especially, Protection
Poker does not ensure that security considerations actually
affect the code itself, which is of crucial importance [18].
Secure Scrum in contrast provides a solution for all phases
of software development, especially for the important imple-
mentation phase.

Another approach is discussed in [19]. An XP Team is
accompanied by a security engineer. This should help to
identify critical parts in the development process. Results are
documented using abuse stories. This is similar to the de�nition
in [20]. This approach is suitable for XP-Teams but not for
Scrum.

To sum it up, none of the related work mentioned above in-
tegrates well into Scrum, comes with little overhead for Scrum,
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