
Neuromorphic and In-Memory Computing Based on
Memristive Circuits for Predictive Maintenance and

Supply-Chain Management and Security
Nikolaos Athanasios Anagnostopoulos∗, Nico Mexis∗, Elif Bilge Kavun∗, Stefan Katzenbeisser∗, Tolga Arul∗†

∗ Faculty of Computer Science and Mathematics, University of Passau, 94032 Passau, Germany
Emails: {anagno02, mexis01, kavun01, katzen07, arul01}@ads.uni-passau.de

ORCIDs: N.A.A.: 0000-0003-0243-8594; N.M.: 0000-0003-0181-7648;
E.B.K.: 0000-0003-3193-8440; S.K.: 0009-0005-3608-874X; T.A.: 0000-0002-2078-3976

† Department of Computer Science, Technical University of Darmstadt, 64289 Darmstadt, Germany
Emails: arul@seceng.informatik.tu-darmstadt.de

Abstract—In this work, we very briefly explore the use of
neuromorphic and in-memory computing modules based on a
crossbar array of memristive cells in the framework of predictive
maintenance and supply chain management and security.
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I. BRIEF BACKGROUND INFORMATION

Recently, memristors and Resistive Random Access Mem-
ory (ReRAM) modules have been finding application in the
scientific fields of neuromorphic and in-memory computing
due to the intrinsic properties of memristive circuits. In par-
ticular, memristors allow for the realisation of neuromorphic
and in-memory computing architectures in a cost-effective,
resource-efficient, and energy-saving manner. It is also worth
noting here that only neuromorphic and in-memory computing
architectures allow certain types of Machine-Learning (ML)
methods, such as neural networks, to realise their full potential
in terms of computational power.

In general, ML methods help to uncover hidden patterns
in large amounts of data. Based on these patterns, well-
founded insights can be gained and, for example, trends can be
identified and anomalies be detected. For this reason, machine-
learning methods are increasingly used across almost all
classes of devices, from Internet-of-Things (IoT) and house-
hold appliances to components in industrial plants and secure
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infrastructures, to perform, among other things, quality checks,
defect tracking, and forecasting of consumption and demand.

ML methods have already been utilised for predicting the
wear of materials in the context of predictive maintenance [1]–
[3], for supply chain management [4]–[7], and for the de-
tection of hardware Trojans and other supply-chain security
threats [8], [9].

Moreover, memristive devices have also been utilised for the
realisation of hardware accelerators [10], [11], based on their
inherent capability for in-memory computing applications.
Hardware acceleration can truly facilitate the operation of
machine-learning schemes [12]–[14].

These developments clearly indicate the potential of
memristor-based neuromorphic and in-memory computing cir-
cuits to be utilised in the context of machine learning and
hardware acceleration for predictive maintenance and supply-
chain management and security.

II. SHORT OVERVIEW OF THE PROPOSED SOLUTION

In this work, we propose the employment of a crossbar
array of memristors for the implementation of ML methods
using neuromorphic and in-memory computing in order to
realise predictive maintenance and supply-chain management
and security applications. In general, in contrast to the use
of individual memristors that have been bonded together, the
utilisation of an interconnected crossbar array allows us to
keep the relevant chip area, wiring, and control logic require-
ments low, while memristors are also compatible with standard
CMOS technology [15], thus allowing such a memristor array
to be easily integrated with existing hardware.

In general, the vast majority of systems already have em-
bedded components that are used for control and configura-
tion. However, adding machine-learning functionality to the
aforementioned embedded components poses a great chal-
lenge to manufacturers, due to the resource-constrained nature
of embedded components. Thus, we propose to incorporate
machine-learning functionality into such resource-constrained



devices by taking advantage of the intrinsic properties of mem-
ristive devices to implement this functionality in a lightweight
and energy-efficient manner.

In the context of predictive maintenance, wearing parts are
to be replaced not at regular intervals but according to their
actual wear. Additionally, it should be ensured that a premature
failure of the system due to defective wear parts is avoided.
For this purpose, sensors that can determine the current wear
of the wearing parts are utilised, as well as machine-learning
models trained using the relevant sensor data to make precise
predictions for the time at which defects are to occur in the
corresponding wear parts.

In this case, the weights and structure of such a machine-
learning model can be easily implemented using a memristive
crossbar structure. Sensor values will form the relevant inputs,
while the output will indicate the predicted time intervals at
which the different wearing parts are to become defective.
Thus, the relevant crossbar structure can be connected to the
rest of the embedded system using only a small number of
wires and/or pins, and only the related software will need to
be adapted to allow for the system evaluation functionality
associated with the predictive-maintenance application.

In a similar manner, such a crossbar array structure of mem-
ristor cells can also be utilised for supply-chain management
and security applications.

It is important to observe here that the same structure can
also act as a ReRAM module allowing for computer mem-
ory functionality, and as a hardware accelerator component,
allowing for a triple functionality that can be utilised in the
framework of diverse applications and use cases.

III. DISCUSSION AND CONCLUSION

Here, we have proposed the utilisation of a crossbar array
of memristors in order to allow for intrinsic ML functionality
to facilitate predictive maintenance and supply-chain manage-
ment and security applications, especially in the framework of
resource-constrained components. In general, the use of mem-
ristors in the framework of an embedded sensor component
can be utilised to inherently ensure the integrity of such a
component or even the overall system itself.

To this end, we observe that memristors are fully compat-
ible with the existing CMOS technology, while the relevant
ReRAM components constitute fast computer memories, and
usually require a limited number of manufacturing steps
in order to be produced. Thus, we note that the use of
memristors allows for the realisation of advanced applica-
tions, such as ML, in a lightweight, cost-effective, resource-
efficient, and energy-saving manner, especially since the rele-
vant components not only can realise ML-based models, but
can also be utilised as memories, and potentially even as
hardware accelerators.

Finally, it is worth noting that memristive circuits also allow
for the creation of hardware security primitives [16], [17], as
well as for neural and evolutionary computing, which could

be utilised for even more sophisticated Artificial Intelligence
(AI) applications.
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